
Keldysh Institute  •  Publication search

Keldysh Institute preprints  •  Preprint No. 40, 2013

Varin V.P.

A solution of the Blasius
problem

Recommended form of bibliographic references:  Varin V.P. A solution of the Blasius problem.
Keldysh Institute preprints, 2013, No. 40, 21 p.  URL:
http://library.keldysh.ru/preprint.asp?id=2013-40&lg=e

http://keldysh.ru/index.en.shtml
http://keldysh.ru/index.en.shtml
http://library.keldysh.ru/prep_qf.asp?lg=e
http://library.keldysh.ru/preprints/default.asp?lg=e
http://library.keldysh.ru/preprint.asp?id=2013-40&lg=e
http://library.keldysh.ru/author_page.asp?aid=2304&lg=e
http://library.keldysh.ru/preprint.asp?id=2013-40&lg=e


���������� ���	
��� ���
��	
�� �
���� ������� ������	��� ���
������

��
�� ���� �
�	���

���� �����

� ���� !�" �#  $% &���!�� �'�&�%(

()*+),- ./01



��� �������	��	�

���� ����� � �������� �� ��� ������ �������� �������� �� ��� ���� �� !��������

�� ������� "������#� �� $�%& "��#�'& �(�	�

)�� #����#� ������ ������ � �� ������� �� ��� �������� �������� #�������
�� *����+ � ������ ,��� ��� ��� ���#���� ����� ��+ ��� ������ -./ �� ����0
��*���� �����,� ��#� ���  #����� #�������� � ��*��� �� ����*��� .������ �
������ ������#�� �� ��� ������� �� ���� ���  #����� �� �1��� �� ��������
�#��������& ���� �����,� #������ �� ���������� � ������� ������#�� �� ��� ��#�
������ ��� �� '� ���� � )2����� �� �3��� 4��� '� *�� ���� 5������6 #������
��+������� �� #����� ���� �  #��,��+��� ������ �� ������ �������� �� ������#
���,����& �� ��'�� �� ����� ������ ��� ��� ����� ���� �� ��� ������ �� ���
+�,���

7�8� 79�:;� <=>=;:= ?@ABC=DE FC9G:HI9� 8@=?@:;J K;IJ:JHJ9 ?@:LC9M0
;AN D9J=D9J:L: :D� O�7� �=CME>9 <PQ& OAILR9& �(�	�

�C9II:S=IL9T ?@ABC=D9 FC9G:HI9 A ?AU@9;ICA= R == ?@AIJ=N>=N VA@DH0
C:@ARL= IAIJA:J R A?@=M=C=;:: ;9S9CW;AUA G;9S=;:T VH;LX::& HMARC=JRA@T0
YZ=N M:VV=@=;X:9CW;ADH H@9R;=;:Y FC9G:HI9 ;9 ?ACHB=ILA;=S;AD :;J=@0
R9C=& J9L:D AB@9GAD& SJA RE?AC;T=JIT ;=LAJA@A= HICAR:= ;9 B=ILA;=S;AIJ:�
Q=IDAJ@T ;9 L9[HZHYIT ?@AIJAJH \JAN G9M9S: : BAC== S=D R=LARHY :IJA@:Y
== :IIC=MAR9;:T D;AU:D: HS=;ED:& \J9 LA;IJ9;J9 L ;9IJATZ=DH R@=D=;: RE0
S:ICT=JIT S:IC=;;ED: D=JAM9D: : ;= ;9D;AUA CHS>=& S=D \JA BECA IM=C90
;A ]A?V=@AD R �3�� U� ^M=IW \J9 LA;IJ9;J9 5FC9G:HI96 ;9_AM:JIT IJ@AUA :
R TR;AD R:M= L9L I_AMTZ:NIT @TM @9X:A;9CW;E_ S:I=C� ]9L[= ?@:RAM:JIT
9I:D?JAJ:L9 S9IJ:S;E_ IHDD \JAUA @TM9 : :_ ;:[;TT : R=@_;TT AX=;L9�

#© K8O :D� O��� �=CME>9 <PQ�
OAILR9& �(�	 U�

/0���` ,���ab��� �����
����` '''�b��� �����
5��� ���#�����# ����� c #���+�� �� �����#�����c ���������6�



3

§ 1. Introduction

The classical Blasius problem is, historically, the first and the simplest

boundary layer problem [1]. For more than a century, it attracted attention
of numerous scientists, among which we can name such prominent figures as
Weyl and von Neumann.

We recapitulate the problem briefly, keeping in mind that information on
this problem is widely available.

The Blasius BVP on semi-infinite interval [0,∞] takes the form

2 fxxx + f fxx = 0, f(0) = fx(0) = 0, fxx(0) = s, fx(∞) = 1, (1)

where fx denotes the derivative of f(x) with respect to x.
In its simplest statement, the problem consists in finding the initial value

s = fxx(0) such that the condition fx(∞) = 1 at infinity be satisfied. We will
call the value s the Blasius constant.

There are numerous modifications of this problem that can be found in
literature. They are either generalizations of this problem or equivalent to (1)

with a linear change of variables.
Nowadays the interest to this problem seems only to increase, and the ev-

idence for this is the burst of activity around this problem at the turn of its

centenary in 2007. If one types “Blasius problem” in Google search engine,
hundreds of references appear along with attached PDF files of relevant (and

sometimes irrelevant) papers.
In our opinion, there are several reasons for such an undiminished interest.

One of them is the need to test some new computational techniques imple-
mented on powerful computers. This was the prime motivation for the author

of this paper. Another one, obviously, is the fact that this problem is far from
being solved. On the contrary, it seems that attempts to solve this problem
have made a full circle after a century of efforts.

In 1912, Töpfer [2] used a Runge-Kutta integrator and obtained virtually
by hand several digits of the Blasius constant. Töpfer’s idea was to exploit

the symmetry of the problem, namely, that it is invariant under the change of
variables

x → t/α, f(t) → α g(t),

where α is an arbitrary constant. Hence we can take s = 1 in (1), then integrate
this IVP as far as we deem reasonable, then take

s ≈ h−3/2, h = fx(xmax),
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where xmax approximates infinity. Thus, taking xmax = 200, and using ordinary

double float arithmetic, we obtain in a matter of seconds

s ≈ 0.33205733621, (2)

where we retained only the digits that coincide with more accurate results in
[3, 4].

A century later, this approach is still the most effective and gives the best
results. But even the best results obtained on powerful computers today are
only twice (or may be thrice) better than the result obtained by Töpfer. For

example, in the paper [3], Boyd gives the Blasius constant with 16 decimal
places that all “are believed correct”. Recently [4], this result was improved

with the solution of (almost) exactly the same IVP by the same method.
However, this purely numerical approach was never considered satisfactory.

First, this is not a solution but a numerical approximation to the solution.
Second, it is unknown how good an approximation it is, i.e., there are no

rigorous error estimates. And third, it is not feasible to improve the accuracy
of computations significantly for practical as well as theoretical reasons.

There are other approaches to this problem, too numerous to recite them

here (see [3, 4]), among which the most promising seem to be the series accel-
eration techniques such as Padé approximations and sequence transformations.

These techniques were used for summation of the Blasius power series for the
function f(x) at the origin outside its radius of convergence.

So far, there is no proof that these methods give a convergent process; and,
numerically, they are proved to be less effective than the Töpfer’s approach:
they give less accurate results also without rigorous error estimates.

The Crocco transformation [5] (see Sect. 2) reduces the Blasius problem (1)
to solution of the Crocco equation of the second order on a finite interval. Until

recently [6], the Crocco equation received much less attention than the original
problem (1) on semi-infinite interval. In the paper [7], power series for the

Crocco solution were used to compute the Blasius constant about as accurately
as it was done by Töpfer. In addition, it was established experimentally in [7]

that Padé approximations in this case diverge.
There are also numerous reductions of the Crocco equation to the planar

vector field, which are all equivalent to the first such reduction attributed

by Weyl to von Neumann (see historical review in [6]). In other words, the
problem is reduced to solution of a BVP for one differential equation of the

first order, but on a semi-infinite interval again. This approach, as yet, is no
more successful in finding the Blasius constant as the others.

To round up this by necessity short review, we remark that there is, actually,
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a convergent process that gives solution to the Blasius problem. As it was

proved by Weyl, this problem can be solved by iteration of an integral equation
for the function fxx(x) [8]. However, this approach is totally impractical.

In this paper we examine the Crocco equation and the properties of its

solution as an analytical function (Sect. 2). The infinity in the problem (1)
is shifted by Crocco transformation to the end of the interval [0, 1]. We will

demonstrate that there are no other singularities of the solution in the unit
circle. This fact partially explains why Padé approximations do work in the

case of Blasius series for the original problem, and why they do not work in
the Crocco equation.

At the end of Sect. 2, we use formal power series transformations and find,

although heuristically, an explicit expression for the Blasius constant as a sum
of a series of rational numbers. This series follows from the Crocco equation

almost trivially, and it seems a pure chance that this solution was missed before.
In Sect. 3, we find a very simple recursive formula for the coefficients of the

series that represents the Blasius constant. This is a key part of the paper,
where we prove the convergence of the series and find some of its asymptotic

properties. In particular, some analytical properties of the Crocco solution at
the singularity are derived from the local properties of its expansion at the
origin.

In Sect. 4, we compute the Blasius constant numerically using analytical
properties of the (inverted) Crocco solution. We demonstrate that computa-

tional error can be made exponentially small.
Finally, we use the structure of the obtained convergent series for the Blasius

constant and propose a new sequence transformation that relies precisely on
the slow convergence rate that we found empirically. This allowed us to find

the Blasius constant with guaranteed 16 decimal places.

§ 2. Analytical properties of the Crocco solution

Integrating Eq. (1), we obtain the identity

fxx(x) = s exp

(
−1

2

∫ x

0
f(t)dt

)
, (3)

and, since s > 0, fx(0) = 0, fxx(x) > 0, it is clear that fx(x) is a monoton-

ically increasing function that tends to 1 as x → ∞. In other words, fx is a
diffeomorphism of the intervals [0,∞) → [0, 1).

Thus, using Crocco’s idea, we make the change of dependant and indepen-
dent variables in Eq. (1) respectively as

y = fxx, t = fx,
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and obtain the Crocco equation

2 y(t) y′′(t) + t = 0. (4)

The boundary conditions for the Blasius BVP (1) translate to the boundary

conditions for the Crocco equation as

y(0) = s, y′(0) = 0, y(1) = 0, (5)

where the boundary condition y(1) = 0 follows form (3).
This set of boundary conditions seems overdetermined, but it is not, since

the constant s is unknown.
We will call the function y(t) satisfying the Crocco equation (4) and the

boundary conditions (5) the Crocco solution, although, apart from its boundary
conditions, we know a priori little about this function.

First, it is clear from Cauchy theorem that the Crocco solution is a holo-

morphic function at the origin. Thus we obtain

y(t) = s− 1

12 s
t3 − 1

720 s3
t6 − 1

17280 s5
t9 + O(t12). (6)

It seems very tempting to develop the series (6) further, then truncate it
and put there t = 1 and y(1) = 0, then solve this polynomial equation for s.
However, this approach gives a very poor accuracy for apparently no reason.

The reason for this failure, however, is a very nasty singularity of the Crocco
solution at t = 1 (see Sect. 3). It is, in fact, a movable singularity of the Crocco

equation that depends on the value of the Blasius constant s. The nature of this
singularity, at present, is not completely elucidated, since there is no explicit

asymptotic expansion for y(t) at t = 1. An asymptotic equivalence of the
Crocco solution at t = 1 to a logarithmic function was found in [6, Prop. 7.1].

In particular, it was found that y′(t) → −∞ as t → 1. In this paper, we will
find this property of the function y(t) by different means.

Thus it is useless to try and use Padé approximants for accelerating the series

(6). Rational approximations will try to shoot right through the singularity,
which is impossible, since it is manifestly not a pole.

The series (6) contains only the powers of t3, that we will prove shortly.
But to use a sparse series is uneconomical, so we (keeping notation) make the

change of variable t → x1/3. The Crocco equation takes the form

18 x y(x) y′′(x) + 12 y(x) y′(x) + 1 = 0, (7)

with the same boundary conditions (5) minus y′(0) = 0.
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Eq. (7) is singular at the origin, but the Crocco solution is a regular function

there. We prove this by substituting a formal power series into Eq. (7). After
some rearrangement, we obtain the solution

y(x) = s−
∞∑
n=1

an
s2n−1

xn, (8)

where

a1 = 1/12, n (3n− 1) an =
n−1∑
j=1

j (3 j − 1) aj an−j, n > 1. (9)

The first 6 coefficients an are

1

12
,

1

720
,

1

17280
,

1

304128
,

2099

9580032000
,

31453

1954326528000
.

The substitution x → t3 shows that the series (8) has the same coefficients as
the series (6), and thus both series are regular at the origin.

The properties of the Crocco solution are completely determined by the set
of (obviously) positive rational numbers {an, n ∈ N} that satisfy the recurrence

relation (9), and the Blasius constant s, which remains undetermined.
The Töpfer’s idea, however, still holds, and we can eliminate the Blasius

constant from the Crocco solution (8). Namely, Eq. (7) is invariant under the
change of variables

x → s2 x, y(x) → s y(x), (10)

and the new solution is obtained if we put s = 1 into the series (8).
The singularity x = 1 is shifted to the location x = 1/s2, which remains to

be found. But let us assume for the moment that we know the Blasius constant
s exactly. Then the following theorem holds.

Theorem 1. The Crocco solution (8) is a holomorphic function inside the

unit circle. The point x = 1 is a unique singularity on the boundary |x| = 1.
Proof. By Cauchy theorem (applied to Eq. (4)), the function y(x) is holo-

morphic at the origin. Let R be the radius of convergence of the series (8).
The point x = 1 cannot be regular for the Crocco solution, since the contrary

statement immediately leads to a contradiction. We substitute a series

y(x) = bm (x− 1)m + bm+1 (x− 1)m+1 + . . .

into Eq. (7) and find that the constant term cannot be cancelled with any
constants bm, bm+1, . . . and m ≥ 1.

Note that we already know this fact in a different form [6, Prop. 7.1].
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Thus R ≤ 1. Suppose that R = R0 < 1. Then there is a singularity

somewhere on the circle |x| = R0. But since the coefficients of the series (8)
are of constant sign, it follows from the Pringsheim theorem [9, page 133]
that the point x = R0 is singular. This is impossible, since by the binomial

identity, y′(x) < 0 for at least x ∈ [0, R0]. In other words, the function y(x)
monotonically decreases from s to y(R0), which is positive by definition of the

Blasius constant. Hence, again by Cauchy theorem, the point x = R0 is regular.
Thus we proved that R = 1, and the point x = 1 is singular. It remains to

prove that there are no other singularities on the boundary |x| = 1.
This again follows from the coefficients an being positive. The series (8)

converges everywhere on the boundary |x| = 1, since the series s − y(x) with

x = 1 is a majorant for any x: |x| = 1. For the same reason, y(exp(i ϕ)) 	= 0
if ϕ 	= 0 mod 2 π, and, again by Cauchy theorem, all these points are regular.

End of proof (EoP).
A similar result was obtained in [10] with more elaborate means.

Theorem 1 partially explains why Padé approximations for the original Bla-
sius problem seem to work well, i.e., it is possible to perform a summation of

the divergent Blasius series up to x = ∞ (although it is not yet proved). In
our opinion, this is because the three singularities of the solution f(x) to (1)
(see [3] and related references there) are spurious, i.e., they do not affect the

constant s, since they are removed by the Crocco transformation.
Now we can express the Blasius constant through the radius of convergence

of the series (8). By Cauchy-Hadamard theorem, we have

s = lim
n→∞ sup a

1
2n−1
n ,

where “sup” can be omitted, and by the ratio test

s2 = lim
n→∞

an+1

an
,

provided the last limit exists (which it does). For example, taking n = 300,
the last formula gives s ≈ 0.33091290, where a300 ≈ 0.120444961× 10−292, or,
by Cauchy-Hadamard formula, s ≈ 0.32432937.

So, unless we find asymptotic behavior of the sequence {an} as n → ∞,
this approach is impractical due to purely technical, i.e., numerical, problems,

which are formidable (underflow, cancellation of significant digits, etc). It
would be ideal to find a closed expression an = A(n) for this sequence, but this

seems hopeless, since it would mean explicit integration of the Crocco equation
(although with a new special function).

Now we return to the idea that we criticized earlier, namely, an attempt to
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find the Blasius constant as a solution to a polynomial equation obtained from

the series (8).
Here we need to perform two operations successively. First, we approximate

the equation by truncating the series (8) and introducing an unknown error.

Next, we solve the polynomial equation numerically by an iterative process.
As it was mentioned, this approach does not work.

Our approach is to unite these two operations, i.e., to construct the equation
and its solution simultaneously. We need to solve the equation

s =
∞∑
n=1

an
s2n−1

with respect to s. It is clear that the solution exists and unique, since each

side of this equation monotonically increases (decreases) with s.
Let us write a more general equation with additional parameters

v =
∞∑
n=1

an
s2n−1

xn. (11)

We can formally solve Eq. (11) with respect to x = x(v) considering s as a

parameter. This can be done uniquely in the form of a formal power series

x =
s v

a1
− a2 v

2

a31
−
(
a1 a3 − 2 a22

)
v3

a51 s
−
(
5 a32 − 5 a1 a2 a3 + a21 a4

)
v4

a71 s
2

+ . . . (12)

It is easily seen that the powers of s decrease from 1 by 1 in the series (12).
Now we recall that, incidentally, x = 1, and v = s. Thus, dividing (12) by s2,

we obtain the series

1

s2
=

1

a1
− a2

a31
− a1 a3 − 2 a22

a51
+ . . . =

∞∑
k=1

bk, (13)

where each coefficient bn is uniquely determined by the coefficients {ak, k =

1, . . . n} for every n ∈ N.
There is no indication so far that these manipulations have any sense. The

validity of these operations depends upon the radius of convergence of the series
(12) being no less than s, and the convergence of this series at v = s. And the

series itself depends upon the value that we want to find, so there seems to be
no clear cut way to prove the formula (13) directly.

To the extent of our knowledge, there are no general theorems that give
bounds for the radius of convergence of an inverse series. There are, however,
several general algorithms for inversion of the series. The most famous (but

not the most efficient) is the Lagrange formula for coefficients of the inverse
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series. The inversion can also be done with the Bell polynomials [11], and with

nested derivatives [12].
Using these techniques, it is possible to calculate a few tens of coefficients bn

and verify experimentally that this approach does work. The first 7 coefficients
bn are

12, −12

5
,− 6

25
, − 27

275
,− 2484

48125
, − 255807

8181250
, − 65309031

3149781250
.

We computed the first 100 coefficients bn and obtained by the formula (13),

s ≈ 0.33200308, which is clearly better than what we get with the radius of
convergence.

Apart from a rigorous proof, there are two major problems that we need
to overcome before this approach can be made effective. The first one is how

to compute thousands (or millions) of coefficients bn if necessary. The second
is how to derive asymptotic properties of these coefficients. The general tech-
niques for inversion of the series are just too general to tackle either of these

problems.

§ 3. The inversion of the Crocco solution

Man muss immer umkehren.
C.G.J. Jacobi

Following this maxim, we are going to invert the Crocco solution here rather
than the series (11). It is, obviously, one and the same thing expressed differ-

ently.
We consider the Crocco equation (7) where the change of variables (10), or

rescaling, is made. Thus, the Crocco solution y(x) is a holomorphic function

inside the circle of radius r = 1/s2. In addition, y(0) = 1, y(r) = 0, and y(x)
monotonically decreases from 1 to 0 on the interval [0, r].

We take the function u(x) = 1 − y(x) as a new dependant variable. This
function has, obviously, the coefficients an (9) in its power series expansion in

variable x. The function u(x) is invertible on the interval [0, r], and the value
u can be taken as a new independent variable. Thus we obtain the function

x = x(u), which is defined on the interval u ∈ [0, 1], and monotonically increases
there from 0 to r. To simplify the formulas, we make a rescaling x(u) = 12 z(u),
and obtain the inverted Crocco equation for the function z(u)

3

2
(1− u)z(u)

d2

du2
z(u)− (1− u)

(
d

du
z(u)

)2
+

(
d

du
z(u)

)3
= 0. (14)

Let us recapitulate what we know so far about the function z(u), apart from
the fact that it satisfies Eq. (14). It is a monotonically increasing function on

the interval u ∈ [0, 1]; z(0) = 0, z(1) = r/12 (which value we do not know yet);
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and, by Theorem 1, z(u) is a holomorphic function in the neighborhood of the

origin. In addition, we have the expansion

z(u) =
∞∑
k=1

ck u
k, (15)

where ck = bk/12, and bk are defined by the formula (13).
But now we can forget about the formula (13) and redefine the coefficients

ck by the formula (15). Thus, to make heuristic manipulations in Sect. 2

legitimate, we need to prove

Theorem 2. The solution z(u) to the equation (14) is a holomorphic func-

tion inside the unit circle. The point u = 1 is a unique singularity on the
boundary |u| = 1. The power series (15) converges at u = 1. The power series
for z′(u) also converges at u = 1, and z′(1) = 0.

The rest of this section is an extended proof of Theorem 2.
We remark that the function z(u) and the radius of convergence of its series

(15) are defined now independently from any unknown constant. And the Bla-
sius constant itself is expressed through the boundary value z(1) of a uniquely

defined holomorphic function, i.e., s =
√
1/(12 z(1)).

Fig 1. Functions z(u) and z′(u) as truncated series.
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The series (15) behaves much nicer by this theorem than the series (8),

since both z(1) and z′(1) exist. Also, it follows that y′(r) = −∞ for the Crocco
solution, since z′(u) ≥ 0 for u ∈ [0, 1].

The first priority is an effective formula for the coefficients cn in (15). We

can substitute the series (15) into Eq. (14), and, after routine but extremely
tedious manipulations, obtain a recursive formula cn = R(n, c1, . . . , cn−1). This

formula takes a third of a page, so we skip it. It can hardly be called effective,
and it completely hides asymptotic properties of coefficients cn. Still, it is much

faster than general formulas for inversion of series, and it allowed us to compute
a few hundreds of cn.

Fig. 1 shows the plots of the functions z(u) and z′(u) represented by trun-

cated series with 200 terms. The program was not able to plot z′(u) in full,
although we used high precision arithmetic. Assuming that Theorem 2 holds,

Fig. 1 explains why it is so difficult to approximate an apparently smooth func-
tion y(t) or z(u) for that matter (see [3]). The problem lies below the surface,

so to speak, in the first derivative z′(u), which quickly degenerates as u → 1.
The direct approach does not look promising, so we try a different tack. We

isolate the expression z(u) z′′(u)/(z′(u))2, which is integrable, from Eq. (14).
Then we integrate both sides of the transformed equation and obtain

z(u)

z′(u)
=

1

3
u+

2

3

∫ z′(u)
1− u

du, (16)

where the constant of integration is, obviously, zero.

The benefits of this representation become clear when we consider the Taylor
coefficients of both sides of Eq. (16). We make the substitution dn−1 = n cn,

n ∈ N, i.e., we use the function z′(u) rather than z(u). Then

z′(u) =
∞∑
k=0

dk u
k,

z(u)

z′(u)
=

∞∑
n=1

gn u
n,

where

g1 = 1, gn = dn−1/n−
n−1∑
j=1

dn−j gj, n ≥ 2.

The last formula is easily verified with multiplication of two series. Similarly,

∫ z′(u)
1− u

du =
∞∑
n=1

pn u
n, pn = qn/n, qn =

n−1∑
j=0

dj,

where we introduced a new set of coefficients {qn, n ∈ N}, which will play a
crucial role. Collecting terms with the same power of u, we obtain

(3n− 1) qn
2n

− 3 (n− 1) qn−1

2n
=

n−2∑
k=1

(qk − qk+1) qn−k

n− k
, n > 2, (17)
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and the first 7 coefficients qn are

1,
3

5
,
27

50
,
279

550
,
9351

19250
,
7692543

16362500
,
48494709

105875000
.

Lemma 1. The coefficients qn monotonically decrease as n → ∞, and they

are positive.
Proof. First we prove that if q1 > . . . > qn > 0, then qn > qn+1.

We substitute n → n+ 1 in the identity (17) and cut the sum by one term.
We obtain the identity

(3n+ 2) qn+1

2 (n+ 1)
− 3 (4n− 1) qn

10 (n+ 1)
− 3 qn−1

10
=

n−2∑
k=1

(qk − qk+1) qn−k+1

n− k + 1
. (18)

Now we use inequalities qn−k+1 < qn−k, and 1/(n−k+1) < (n−1)/n/(n−k)
in the right hand side (rhs) of (18) and obtain an inequality out of Eq. (18).

The rhs of this newly obtained inequality equals rhs(17) times (n− 1)/n. We
substitute the left hand side (lhs) of (17) instead of rhs(17) and, after some

rearrangement, we obtain

qn+1 <
(27n3 − 8n2 − 15n+ 5) qn

5n2 (3n+ 2)
− 3 (n+ 1) (4n2 − 10n+ 5) qn−1

5n2 (3n+ 2)
. (19)

Now we need to prove that rhs(19) is less than qn. This is equivalent to

qn
qn−1

<
12n3 − 18n2 − 15n+ 15

12n3 − 18n2 − 15n+ 5
= 1 +

5

6n3
+ O(

1

n4
),

and thus it is true.

Now, qn+1 > 0 by the formula (18). EoP
Thus the sequence {qn, n ∈ N} has a certain limit q∞ ≥ 0. It cannot

decrease too quickly however, since lhs(17) is positive, and hence

3 (n− 1)

3n− 1
= 1− 2

3n
−O(

1

n2
) <

qn
qn−1

< 1,

and so the convergence rate is logarithmical.
Lemma 2. The coefficients qn → 0 as n → ∞.

Proof. We rewrite the identity (17) in this form

1

2

(
1− 3

n

)
(qn−1 − qn) =

n∑
k=1

qk qn−k+1

n− k + 1
−

n−1∑
k=1

qk qn−k

n− k
. (20)

Now we observe that if we put n → n− 1, n → n− 2, . . . n → 1 in Eq. (20)

(with q0 = 0), then rhs of these identities will telescope, i.e., cancel each other
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when we sum up these identities. Thus we obtain another recursive formula

for qn
n∑

k=1

qk
k (k + 1)

− (n− 2) qn
3 (n+ 1)

=
2

3

n∑
k=1

qk qn−k+1

k
. (21)

If we suppose that qn > const > 0, then lhs(21) is bounded, but rhs(21)
gives a harmonic series, which diverges. EoP

To give the reader a flavor of what we just proved, we computed for m =
100000, qm ≈ 0.21866485524. So qn decreases very slowly.

We recall that n cn = dn−1 = qn − qn−1, and thus c1 = d0 = 1; cn < 0,
n > 1; dn < 0, n > 0. In addition, dn → 0 as n → ∞, and the series for z′(u)
converges at u = 1 due to telescoping of its coefficients and Lemma 2. Hence
the series for z(u) converges as well at u = 1, and

∞∑
n=0

dn = z′(1) = 0, 0 <
∞∑
n=1

cn =
∞∑
n=1

qn − qn−1

n
= z(1) < 1. (22)

Thus we found an estimate 0 < z(1) < 1 without any computations. This

estimate can be improved indefinitely.
Lemma 3. For every n ∈ N, we have an estimate

n∑
k=1

qk
k (k + 1)

< z(1) <
n∑

k=1

qk − qk−1

k
. (23)

Proof. It is easily seen that lhs(23) plus qn/(n + 1) equals rhs(23) sym-

bolically. Since qk−1 > qk > 0, lhs(23) is the lower bound that monotonically
increases, and rhs(23) is the upper bound that monotonically decreases. Both

sides of (23) tend to z(1) as n → ∞ by Lemma 2. EoP
Hence, both sides of Eq. (21) tend to z(1) as n → ∞.

Thus the truncation error for the partial sums lhs(23) is estimated by the
last computed term, i.e., similar to a Leibnitz’s series, although in our case

both series in (23) are of constant signs.
It remains to prove a few things.
The radius of convergence of the series (15) cannot be less than 1 by Abel

theorem [13, page 38], since the series converges at u = 1.
The point u = 1 cannot be regular for the function z(u), which can be

proved exactly as in Theorem 1 by substitution of a formal power series into
Eq. (14), that leads to a contradiction. But we can obtain much more from

Eq. (16).

Lemma 4. The function z′(u) decreases more slowly as u → 1 than any
function (1− u)α for α > 0.
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Proof. Suppose that z′(u) = A(u) (1− u)α, where α > 0 and A() is a C∞

function such that A(1) 	= 0. Then rhs(16) has a finite limit as u → 1, but
lhs(16) tends to infinity, since z(1) > 0, z′(1) = 0. EoP

Thus we were justified in calling this singularity a nasty one. If we rotate

Fig. 1 clockwise by 90o, then the plot of the function z′(u) will represent a flat
function.

Asymptotic properties of the function z(u) at u = 1 deserve a special study,
that we plan in the future.

The series (15) converges on the boundary |u| = 1, since the coefficients
cn are of constant sign for n > 1, and the series converges at u = 1. Then,
z(u) 	= 0 on the boundary |u| = 1, since the contrary is disproved with an

estimate

1 = |u| ≤ −
∞∑
n=2

cn < 1.

Thus, by Cauchy theorem, all points on the circle |u| = 1 are regular except

u = 1. This concludes the proof of Theorem 2.

§ 4. Rational approximations

Mathematics is an experimental science.
V.I. Arnold

We found the value z(1) as a convergent sum of a uniquely defined set of
rational numbers. As it was stated by Knopp [14, page 25] (who, by the way,
was acquainted with Prof. Blasius), a convergent series of rational numbers is,

in fact, the number that the series represents or converges to. In the same way
as

√
2 is the best that we can say about the square root of 2. Anything else

would be rational approximations.
On this happy note we could have concluded the paper, since we found z(1),

and thus the Blasius constant s =
√
1/(12 z(1)).

But rational approximations are important, so in this section we will try to

extract some information from the obtained formulas numerically.
According to Fig. 1, the value z(1) is the area under the plot of the function

z′(u). Thus, numerical integration of Eq. (14) is equivalent to a numerical

quadrature. But by Lemma 4, if we integrate Eq. (14) from u = 0 to u = 1− ε
(and we cannot do it up to u = 1 for obvious reasons), then we make an error

of the order ε in the final result z(1). This is very bad, since the error could
have been of the order ε2 with the simplest quadrature formula if the function

z(u) behaved better at u = 1. But if we look on Fig. 1 at a different angle, this
drawback can be turned into advantage.
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First, we differentiate Eq. (14) with respect to u and eliminate the function

z(u) from these equations. Thus we obtain an equation for the function z′(u).
Next, we take the function v(u) = 1− z′(u) as a new dependant variable. It is
a monotonically increasing function, hence we can take v as a new independent

variable, and thus we obtain the equation

2 u′′ (1− v) (v− u) (1− u)− 2 (1− v)2 (u′)2 + (1− u) (5+ u− 6 v) u = 0, (24)

where u = u(v), u′ = du/dv, etc.
This is exactly what we did with the Crocco equation in Sect. 3. These

operations are equivalent to the rotation of Fig. 1 by 90o anticlockwise. Then
the plot of the function z′(u) turns into the plot of the function u(v). Since

the area under the plot is the same, we need to compute
∫ 1

0
u(v)dv = z(1).

To avoid computation of quadratures, we introduce a new function w(v)
such that u(v) = w′(v) (we skip the equation for w(v)). We need to integrate
this new equation from v = 0 to v = v1, where v1 is such that u(v1) is close to

the top, i.e., u(v1) ≈ 1. Then

z(1) = w(v1) + (1− v1) (1− θ(v1) (1− u(v1))), 0 < θ(v1) < 1,

since the remaining part of the area is close to a rectangle. Assuming that the
error of integration is under control, the value z(1) is computed with an error

less than 1− u(v1), which is exponentially small.
Since Eq. (24) is singular at the origin, we need the expansion (15), from

which we obtain the expansion for v(u) = 1 − z′(u). Then we invert this
expansion, etc., and use these expansions to obtain initial values at v = v0,

where v0 is small.
We performed these computations using extended precision package [15]

with different settings chosen such that the cumulative error of integration
from v = 0 to v = v1 was less than 1− u(v1).

For example, for v0 = 1/16, v1 = 0.912, we obtained 1−u(v1) ≈ 1.14×10−32,

and thus found z(1) with no less than 30 valid decimal places. Hence, the
Blasius constant

s ≈ 0.332057336215196298937180062010, (25)

which agrees up to 22nd digit with the result given in [4].

Here are a few technical details of these computations.
We used an extended float arithmetic with 64 decimals mantissa. Truncated

series for initial values were up to 64 terms. The values v0 ≈ 0.1 were taken
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such that the initial values at v = v0 were computed with a safety margin. We

cannot integrate up to v = 1 for obvious reasons, so the values v1 ≈ 0.9 were
taken such that the error of numerical integration up to v = v1 was less than
1− u(v1). Finally, we used highly accurate Runge-Kutta integrators of the 8th

and 10th order with various integration steps that cross-validated each other.
This numerical approach can be made much more effective, if we use the

original idea by Blasius, i.e., if we find an asymptotic expansion of the function
u(v) at v = 1 and match the numerically obtained part of the solution with

this expansion at a midpoint. The asymptotic expansion of the function u(v)
at v = 1 would be necessarily in flat functions (see [16]). But this subject
deserves a special study, that we plan in the future.

Instead, we consider a problem of extracting maximum information on
asymptotics of a sequence from a finite part of this sequence. This, of course,

is an ancient problem of acceleration of convergence. There are numerous ac-
celeration techniques from Euler’s method to, reputedly, very powerful Levin

transformations (see [17, 18]).
We tried several of these sequence transformations for both series (23) and

found them either counterproductive or ineffective. And the reason for this
lack of acceleration is a very tricky asymptotics of the sequence {qn, n ∈ N}.

Before we move further, we give another recursive formula for this sequence,

that is very quick and stable. We denote {pn = qn/n, n ∈ N}. Then, based on
the formula (21), we obtain

(3n− 1) pn = 3
n−1∑
k=1

pk
k + 1

− (n+ 1)
n−1∑
k=2

pk pn−k+1, n > 2. (26)

There is no subtraction of small almost equal numbers here as in (17), so

this formula is preferable for computations in float arithmetic. In addition, the
first sum in (26) needs not be recomputed, and the second sum in (26) is a
convolution, so we need to compute only half of this sum for each pn.

We computed 1000 coefficients pn in rational arithmetic; 100000 pn in float
arithmetic with 32 and 64 decimal places (DP); and 1000000 pn in ordinary

double float arithmetic (16 DP). Comparing this data, we found that there is
no accumulation of errors, and all DP (except may be the last one in each float

set) are correct.
Based on these computations, we found the following empirical asymptotics

qn � c/ logh n,
qn
qn−1

� 1− h

n logn
, (27)

where c and h are, presumably, constants, but settle very slowly as n → ∞. For

n = 100000, we found c ≈ 0.7071891, h ≈ 0.4803651, where we have kept the
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digits that are the same for n− 1. For n = 1000000, c ≈ 0.71562, h ≈ 0.48505.

Since z(1) ≈ 0.75577512653624 by the formula (25), we expect, hypothetically,
c = z(1), and h = 1/2, although we need not precise values of these constants.

We used two techniques for accelerating partial sums in (23). The first one is

based on Padé approximations (realized in Thiele continued fractions scheme),
and the second one is new as far as we know.

We denote the partial sums in lhs(23) and rhs(23) as S1(n) and S2(n) re-
spectively. Thus S1(n) + qn/(n+1) = S2(n). Due to the asymptotics (27), the

sum S2(n) converges much faster, but, by the last formula, we can compute
the sum S1(n) instead.

The sum S2(n) is considered as a function of 1/n rather then n. Then

we extrapolate it to zero using diagonal Padé approximants of up to 75/75th
order with the data selected in various ways from the 64 DP array (with 100000

terms). In this way, we were able to compute the value z(1) (or s) with 9 DP
compared to (25). When we considered S2(n) as a function of qn − qn−1, the

value s was computed with 10 DP.
Thus, Padé approximations are not very effective here, which was almost

predictable given the asymptotics (27). In addition, we used previously ob-
tained value (25) for comparison, without which the estimates should have
been more conservative.

Now we present a new acceleration technique which relies precisely on the
logarithmic asymptotics (27), that we believe to be true.

This method is based on the formula (23) and the observation that the
slower qn decreases the better approximation rhs(23) gives to the limit value

of the sum in lhs(23). In fact, if qn ≡ 1, then rhs(23) would give the correct
answer immediately for any n > 1.

Another observation is the fact that not all qn need be positive and monoton-
ically decreasing in order that the sums in (23) were lower and upper estimates
of the value z(1). It is sufficient that qn were such for large enough n.

Finally, the upper and lower bounds will interchange in (23), if all the signs
of qn and z(1) are changed. Keeping this in mind, we denote

qn,1 = qn; qn,m = 0, n ≤ 0; qn,m = (n+ 1) (qn,m−1 − qn−1,m−1), m > 1.

Thus lhs(23) is S1(n) = S({qn,1}), and rhs(23) is S2(n) = S({qn,2}). Since
S({qn,1}) + qn,1/(n + 1) = S({qn,2}), and, obviously, qn,1 > 0 > qn,2, then by
induction, we have S({qn,k}) + qn,k/(n+ 1) = S({qn,k+1}), and
. . . < S({qn,2 k−1}) < S({qn,2 k+1}) < z(1) < S({qn,2 k}) < S({qn,2 k−2}) < . . .

as long as |qn,k+1| < |qn,k|.
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The proof is obvious. By (27), qn,1 � c/ logh n, hence qn,2 � −c h/ logh+1 n,

etc.
Of course, this improvement of the estimate cannot continue indefinitely,

since for every fixed part of the sequence, i.e., for a fixed n, this process is

divergent. In fact, qk,j wildly oscillate for small k and big enough fixed j. On
the other hand, we do not need qk,j for small k, but only for k = n, i.e., for the

last term of each sequence.
Note that if we assume qn,1 � b/nh, then qn,2 � −b h/nh, and the improve-

ment in convergence is hardly noticeable if h < 1, or absent if h ≥ 1. So we
have indeed used the fact (or assumption) that qn decrease slowly.

Example. We tested this acceleration technique on a model sequence

qn =
(n+ 1)

n
√
log(n+ 1)

.

The corresponding sum (23) has no closed form expression, and Maple was not

able to perform summation of the infinite series numerically. With the help of
MuPAD, we obtained

S∞ =
∞∑
k=1

qk
k (k + 1)

≈ 1.72521454565946845.

For n = 100000, we have S∞ − Sn ≈ 2.8× 10−6. We take n = 100, and then

S1 =
n∑

k=1

qk,1
k (k + 1)

, S2 = S1 +
qn,1
n+ 1

, S3 = S2 +
qn,2
n+ 1

, . . . ,

where corrections are made while |qn,j+1| < |qn,j|, which takes 5 iterations; then

|qn,5| > |qn,4| and we stop. We take S = (S4 + S5)/2 as the result. We found
S∞ − S ≈ −2.6× 10−6. Thus we obtained the same accuracy with 100 terms

of this sequence as one would get with n = 100000 by direct summation. In
addition, this process has a built in error control. Using Levin transformations
[19, Prog. HURRY], we were able to obtain only 4 DP for this sequence with

n ≤ 100.

Sequence transformations is not the subject of this paper, so we only remark
that this technique works for slowly increasing sequences qn as well, for instance,

for qn = logn.
Now we return to the sequence qn (17) that gives the Blasius constant.

Following this example, we performed the same computations and obtained

the following results.
For n = 100, we found the Blasius constant with 6 DP after the decimal

point.
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For n = 1000, we found the Blasius constant with 12 DP with either rational

or the 64 float arithmetic. This is much better than we were able to obtain
with Padé approximations using up to 100000 coefficients.

For greater n, we cannot ignore the cancellation of significant digits, since

the data is in float arithmetic, but the process that we use takes care of this
by itself. Corrections are stopped when the next is no better than the previous

one for whatever reason.
Thus, for n = 67000, we found the Blasius constant with 16 DP that are

guaranteed to be true and coincide with that in (25).
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