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Michael Dmitrievich Bragin, Boris Vadimovich Rogov
Bicompact schemes for multidimensional hyperbolic equations on Carte-
sian meshes with solution-based AMR

High-order bicompact schemes for hyperbolic equations on Cartesian
meshes with solution-based adaptive mesh refinement are constructed. The al-
gorithm for implementation of these schemes on such meshes is described in
detail. A new solution-based criteria of mesh refinement is proposed. Bicom-
pact schemes with this refinement criteria are tested on the two-dimensional
problem of compactly supported pulse advection and the two-dimensional Se-
dov blast wave problem. It is shown, that the design of bicompact schemes
allows them to be implemented on meshes of such class with good accuracy
of the computed solution ensured.

Keywords: bicompact schemes, high-order schemes, hyperbolic equa-
tions, adaptive mesh refinement.

bparun M. [1., PoroB b. B.
Buxkomnaxmmnoie cxemol 015 MHO2OMEPHLLX YpaBHeHUL eunepboiutecko2o
muna Ha deKkapmosvlx cemkax ¢ adanmauyuel. K peuleHuro

Jas ypaBHeHUH TUNEpOOJUUECKOrO THUMA MOCTPOEHBI BBICOKOTOYHBIE OU-
KOMIMAaKTHble CXeMbl Ha JIeKapTOBBIX CeTKax C ajanrtaluded K pelueHuto. [lo-
IpPOOHO OMUCAH AJrOPUTM peasu3alru OUKOMMAKTHBIX CXEM Ha TAKHUX CeTKax.
[IpensnoxkeH HOBBIM KpUTepUH aganTaluWdyd CeTKU K pelleHHl0. bUKoMnakTHbIe
CXeMbl C 3THM KpUTepUeM aJalTalku MpPOBepeHbl Ha ABYMEpPHOH 3ajaue O Iie-
peHoce (DMHUTHOTO UMITyJIbCa U IBYMepHOH 3anade CenoBa O CHJIbHOM B3pbIBE B
uneaspHoM rase. [lokazaHo, 4To KOHCTPYKLUUSI OMKOMIAKTHBIX CXeM AOMYyCKaeT
CUeT Ha CeTKax JAaHHOro KJacca, obecrnedyuBasi IpU 3TOM XOPOILIYIO TOUHOCTb
BBIUMC/ISIEMOTO PelleHMUs.

KiroueBnle cJjoBa: OUKOMIIAKTHBIE CXeMbl, BbICOKOTOYHbIE€ CXE€MbI, T'HIIEpP-

f6osMyecKue YpaBHEHHSA, CETKH C adallTUBHBIM H3MEJIbHEHHUEM.
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Introduction

The development of high-order accurate schemes for the numerical so-
lution of partial differential equations, including hyperbolic ones, remains
an important area of computational mathematics. The high order of accu-
racy (three and higher) makes it possible to achieve a prescribed error on
coarser meshes, which is especially important for solving multidimensional
problems [1]]. In some applications, for example, in aeroacoustics [1}2], elas-
ticity theory [3,4], and electrodynamics [5], the evolution of wave perturba-
tions has to be accurately computed at long distances and times, so high-order
accurate schemes are highly preferable to low order ones.

A new class of high-order accurate schemes for systems of nonsta-
tionary multidimensional quasilinear hyperbolic equations was developed
in [6-9]. These schemes involve a compact approximation of spatial deriva-
tives.  Since their spatial stencil includes only two integer nodes, the
schemes [6—9] are called bicompact.

Bicompact schemes combine several positive properties. They have the
fourth order of accuracy in space, which can be increased to the sixth, eighth,
and so on (see [10]). At the same time, the difference order of the bicompact
schemes’ equations in the independent space variables coincides with the order
of the partial differential equations to be solved. As a result, the number of
boundary conditions in the difference problem coincides with that in the exact
formulation of the problem. Bicompact schemes are conservative and make it
possible to choose a time stepping method, since they are derived using the
finite-volume method and the method of lines. Moreover, bicompact schemes
preserve their high order of accuracy in space on highly nonuniform meshes,
since the spatial stencil of the schemes occupies a single mesh cell. In the
dispersion and dissipation properties, bicompact schemes are superior to many
well-known finite-difference and compact schemes [10,/11]. Finally, bicompact
schemes can be efficiently implemented by applying space marching computa-
tion, including its parallel version [12]. This combination of properties makes
bicompact schemes advantageous over other high-order accurate schemes.

However, the applicability of bicompact schemes has been limited to com-
putational domains of simple geometry (such as rectangles and parallelepipeds)
and to Cartesian meshes. This limitation can be overcome in two ways,
namely, by constructing bicompact schemes on unstructured meshes or by
applying the well-known well-elaborated approach of Cartesian meshes with
adaptive mesh refinement (AMR) [13}/14], which has become highly popular in
recent time [[15-21]]. The latter method is more attractive, since, in fact, it is
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reduced to a more sophisticated implementation of previously known schemes
and does not require the construction of new ones.

The generalization of bicompact schemes to Cartesian meshes with AMR
(which will also be referred to hereafter as adaptive Cartesian meshes or
Cartesian meshes with adaptation) splits into two sequential subproblems:
generalization to Cartesian meshes with solution-based AMR and generaliza-
tion to Cartesian meshes with adaptation to the geometry of the computational
domain. The goal of this work is to solve the former subproblem in principle
in the case of a simple computational domain. We consider only bicompact
schemes of fourth-order accuracy in space, although all arguments and con-
structions presented below can be carried over to bicompact schemes of higher
orders.

This preprint is organized as follows. Bicompact schemes and their im-
plementation on Cartesian meshes without AMR are described in Section [}
In Section [2], we present a numerical algorithm using bicompact schemes on
Cartesian meshes with solution-based AMR and propose a new mesh refine-
ment criterion. In Section [3| bicompact schemes on Cartesian meshes with
solution-based AMR are tested as applied to the two-dimensional advection
of a compactly supported pulse and the two-dimensional Sedov blast wave
problem.

1. Bicompact schemes on standard Cartesian meshes

Consider a system of two-dimensional homogeneous quasilinear hyper-
bolic equations in the simplest computational domain D:

£(Q) = 0:Q + 0, F(Q) +9,G(Q) =0,
(X,y) €D = (O,xmax) X (O, ymax)a t e (O, Z‘max),

where Q = (Q1,...,Qn) = Q(x,y,t) is the sought vector of conservative
variables, F(Q) and G(Q) are the vectors of physical fluxes in the Ox and Oy
directions, respectively, and 0, = 0/0x. Assume that, at # = 0 and on the
boundary 9D of D, system is supplemented with initial and boundary
conditions under which it has a unique solution in D x [0, tmax], D = D U OD.

Before continuing our narration, we explain why two-dimensional equa-
tions, rather than one- or three-dimensional ones were chosen for considera-
tion. The two-dimensional case is of interest for two reasons.

(1)

1. It is more complicated than the one-dimensional case to a degree suffi-
cient to study all important features and issues concerning the implemen-
tation of bicompact schemes on adaptive Cartesian meshes.



2. It is simpler than the three-dimensional case, i.e., iree of tedious three-di-
mensional finite-difference mathematics.

For system (]), we consider the following unsplit (in x, y) baseline bicom-
pact scheme of fourth-order accuracy in x,y [7]:

(ASAS (QET — Q) + TAIAFE + A ASGH = 0,
ASAT (Q p — QF) + TANSFIH + TAYA{GET = 0,
AAG (Q¢ o — Q) + TA{MFI + tAJATGET = 0,
| AYAT (Q i — Q) + TAYASF + TAJAGET = 0.

(2)

The notation in scheme is explained as follows. In the closed domain D,
we introduce a standard Cartesian mesh Q = €2, x , without AMR, where

Q= {x0, X172, X1, X372, X2, .. ., XN}, %0 =0, XN, = Xmax,

hy jvij2 = Xjp1 — X; = hy — is the step size in x, X0 = %,
Qy = {90, Y12, 91, Y32, Y2, - YN, b, Y0 =0,  Yn, = Ymax,

By p+172 = Yrr1 — Yr = hy — is the step size in y, ypi10 = %.

The time interval t € [0, tax] is divided into a set of levels:

{08, N, =0, N =t

n+1/2 — ZLYH—I

T — t" =1 — is the step size in ¢.

The letter C denotes the multi-index (j + 1/2, & +1/2), j = O,N, — 1, k =
0,N, — 1, n=0,N; — 1. The mesh vector function Q" approximates the exact
solutlon of system at nodes of the mesh 2 at the time ¢ = ¢*. For an
arbitrary mesh function U, the difference operators Ad, A%, A4, d € {x,y} are
defined by the formulas

Upw +4Ui12, 0 + U1, Usiw — U w
AUis10, 1 = : ] 5 ’ ! , MU p= e A L=
X
AU AU w = 2Up0. 0 + Ui, )
2 ]+1/2,k/ - h)% y
U,k +4Up k172 + Uy ket U k1 — Uk
y

AUk = 2Up y172 + Uy, k+1)
12
where j" € {j, j+1/2,j+ 1} and & € {k, R+ 1/2, k + 1}. The flux vectors in

scheme (2) are computed as F') = F(Q/"%)), GI}) = G(Q/Y)).

y
AUy ky172 =



In addition to the unsplit scheme (2)), we are interested in its more
computationally efficient version with locally one-dimensional (LOD) splitting
in [22-24], see also [25]:

A (QJ—I-I/Q B ][fl]/Q k/) TATF 1[11/2 v =0

J Ay (Q[ﬁw r ][)—6:1]/2 k/) +TAF ][111/2 v =0; 3)
A(QY 1o — QY1) +e0YGY,, =0,
A%( k)2 T ;l/z]+1/2> + TAyG' k2 =0

Here, Q!9 and Q!%*, d € {x,y}, are auxiliary mesh functions related by the
formulas

Q[X*] = Q", Q[y*] — Q[x], Qn+l — Q[y]' (4)
The flux vectors in scheme (3) are computed as in scheme (2). The indices [, #’
in (3) can take not only strictly internal, but also boundary values, depending
on the boundary conditions specified for system ().

LOD splitting can be used variously. Namely, the one-dimensional equa-
tions can be solved first in x and then in y, as indicated in (4); on the contrary,
they can be solved in y and, then, in x (the letters x and y in the superscripts
n are then interchanged); or the resulting solution Q™*! can be found as
the half-sum of the solutions obtained using the first two unsymmetrized ver-
sions of splitting. The last symmetrized version of the splitting scheme with
a half-sum makes it possible to increase the order of accuracy in ¢ up to the
second.

The fully discrete bicompact schemes (2) and (3)) are derived from corre-
sponding semi-discrete schemes by approximating the time derivatives using
an implicit Euler method. Integration of these semi-discrete schemes with
the help of higher order DIRK methods yields bicompact schemes of higher
order accuracy in ¢. If the chosen DIRK method has an order p > 2, then
the truncation error of the unsplit bicompact scheme is O(t?, h*), while the
error of the bicompact LOD scheme is O(t, h*) for unsymmetrized splitting
and O(7?%, k') for symmetrized splitting, where & = max{h,, h,}.

It is well known that high-order multistage DIRK methods are imple-
mented by combining implicit Euler methods with suitable stage time steps
and input data. In the same manner, bicompact schemes of higher order accu-
racy in ¢ are implemented by combining baseline bicompact schemes. There-
fore, to study the implementation of all bicompact schemes, it is suificient to

analyze schemes (2)) and (3.



If the Jacobian matrices A(Q) = 0oF(Q) and B(Q) = 0oG(Q) are neither
positive nor negative definite for any Q allowed by system (I]), then the imple-
mentation of schemes(2), requires the Lax—Friedrichs global flux splitting.
This procedure makes use of the vectors

F(Q) = sF@ £ CQ. 6@ = 16(Q) + C}Q,

where the flux splitting parameters C§, d € {x,y} are chosen so that the
Jacobian matrices satisfy the inequalities

0F " (Q), 0gG*(Q) >0, 0oF (Q), 9oG (Q) <0

for all values of the exact solution of system occurring in D in a neigh-
borhood of the considered instant of time. In the transition from the level ¢"
to t"*1, the flux splitting parameters are computed explicitly using the esti-
mates

1 + 26
Ci = Vi Vi = max N(Q"(x,9); )]
s=1,m
(x,y)eQ
, 1+25 ) (5)
CQ = Vrﬁax’ Vrzax = Mmax |}\S(Q ()C,_l/);B)‘,
2 s=1,m
(x,y)eQ

where As(Q; X) is the sth eigenvalue of the matrix X(Q) and & > 0 is a

“reserve factor of positive/negative definiteness” of the matrices dgF*, 9gG*.
Finally, the implementation of schemes (2)), can be described as fol-

lows. The transition from the level ¢ to t**! is performed in several stages:

1. The parameters C¢, d € {x,y} are computed using formula ().

2. The vectors F and G in (2), are replaced by the corresponding split
fluxes F*, G* with some choice of signs. To be definite, let F = F*
and G = G*; the other choices are considered in a similar manner.

3. The cells [x;, xj+1] X [Yr, Yr+1] of the mesh § are double looped through
with respect to j,k, j = O,N,—1, & = O,N, — 1. In each cell, the
equations of the chosen scheme are solved for the unknown quantities Q
at the nodes (xjy12, Yes1/2), (Xjs1/2: Yer1)s (Xi1s Yer1/2), and (Xjy1, Yrr1).
In scheme (2), for example, Newton’s method or iterated approximate
factorization [20] is used for this purpose. Newton’s method is applied in
scheme (3). Note that a single loop over the cells involves the computa-
tion of only Q¥ (or only Q¥!, which depends on the splitting version).
The remaining QY (or Q1) is computed in the other loop.

4. The signs of flux splitting are reversed, so that now F = F and G = G.
The solution obtained at stages 2 and 3 is used as an initial condition
(i. e., instead of Q7).



5. The cells of the mesh € are traversed in a double loop with respect
to j, k in an opposite direction, j = N, — 1,0, & = N, — 1,0. By analogy
with stage 3, in each cell, the equations of the chosen scheme are solved
for the unknowns Q at the nodes (xj+1/2, Yet1/2), (Xj+1/2: Yr), (X, Ypt1/2),
and (x;, yr).

6. The desired solution Q™! is set equal to the one found at stages 4 and 5,
the index n is increased by one, and the process returns to stage 1.

If a high-order DIRK method is used for computations in ¢, then all its
stages are executed at stages 3 and 5. Moreover, in the case of LOD splitting,
all stages are first executed for Q¥ (or QW) and, then, for QW¥! (or Q).
In other words, switching between DIRK stages is embedded in switching
between the directions of LOD splitting (if any), which is itself embedded in
switching between the signs of split fluxes.

The above description shows that the implementation of schemes
and is reduced to sequential loops over cells, with the desired solution
computed locally in each cell. Beginning the computation of a current cell, we
always know the desired solution on two of its faces sharing a vertex, which is
guaranteed by the flux splitting procedure and the traversal order of the cells.

Thus, the fact that the spatial stencil of bicompact schemes occupies a
single cell, together with their local solvability, makes them very convenient
for computations on Cartesian meshes with AMR.

2. Bicompact schemes on Cartesian meshes
with solution-based AMR

In what follows, we consider Cartesian meshes with solution-based AMR
in a closed domain D of simplest geometry. Nevertheless, the constructions
and arguments used in this section can be carried over in part to Cartesian
meshes with geometry-based AMR (e.g., data structures and cell traversal
algorithms).

First, we describe the design of adaptive Cartesian meshes and related
data structures. Our consideration will almost completely follow [27].

Assume that a rather coarse standard Cartesian mesh €2 is introduced
in D (see Section [1). The mesh is made adaptive as follows. Initially or in
the course of the computation, each mesh cell can be split (refined) into four
new ones by bisecting it in each direction. Each of the four new cells can be
split into another four in a similar manner, and so on. The cell to be split
is called a parent, while four new cells appearing from it are called children.
The number of recursive mesh refinements required for obtaining a cell is



called its rank and is denoted by R > 0. For example, the original coarse cells
have the rank R = 0; applying a single mesh refinement to them yields cells of
rank R = 1, which are split into cells of rank R = 2, and so on. Cell ranks are
bounded above: R < Rnax. The side lengths of a cell of rank R are expressed
in terms of those of the zero-rank cell generating it by the obvious formulas

he(R) = 27 Rh(0), hy(R) =2 %h,(0).

In the course of computations, the children of a parent cell may merge back in
this cell, but zero-rank cells are not allowed to merge. An example of adaptive
mesh refinement of a zero-rank cell is shown in Fig. [1] on the left.

To represent two-dimensional adaptive Cartesian meshes, it is useful
to use forests of quadtrees (referred to hereinafter as trees for the sake of
brevity). Each tree has a zero-rank cell as a root; its children, children of its
children, and so on make up the other nodes of this tree. An example of a tree
of cells is given in Fig. [l| (right). The edges of the tree are colored in red.

If a cell has no children, it is called computational. Computational cells
are leafs in a tree, and it is to them that the numerical scheme is applied.
Trees of cells describe the complete history of mesh refinement: they contain
not only computational cells, but also all their parents up to the zero rank.

ALp

Fig. 1. Adaptive refinement of a zero-rank cell and a tree of cells

An important remark specific to the spatial stencil of bicompact schemes
has to be made: the storage of all nine values of the solution Q in a cell that
is itself stored in a tree is inefficient, since the data are repeatedly duplicated
in this case. For example, even for Ry« = 0, this approach leads to an almost
quadruple increase in the storage requirements for cell vertices and to a double
increase for centers of their faces. For Rn.x > 0, the situation is worsened
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by the fact that all vertices of children cells also belong to their parent cell.
A more efficient approach to data storage is as follows.

1. Each cell stores not the solution, but rather the integer coordinates of its
nodes (in addition to children pointers and cell parameters, such as the
rank, etc.). By the integer coordinates of a point, we mean its coordi-
nates (x,y) measured in terms of the units A,(Rmax)/2 and hy(Rmax)/2,
respectively.

2. The solution is stored in an associative array, each element of which rep-
resents a key-value pair, where the key is the pair of integer coordinates
of a mesh node and the value is the solution value at this node. This array
is shared by the entire forest of trees. In performing some computations
in a cell, the solution values at its nodes are obtained by accessing this
array through the integer coordinates of a node. New elements are added
to the array in the case of mesh refinement, while some elements are
deleted from the array in the case of merging cells.

For this data structure, there are no duplicated solution values, since the
number of elements in the associative array is equal precisely to the number of
nodes of the mesh €. Note that the C++ language involves the standard map
container, which is well suited for implementing the array described above.

Following [27], as before, we describe the solution-based AMR proce-
dure. Consider the transition from the level #* to t**!. Before executing the
scheme-based computations, the mesh is adaptively refined using the known
solution Q". The AMR procedure consists of two stages. At the first, all
node cells (not only computational ones) of all trees are flagged in some way.
At the second stage, the mesh is reformed according to the cell labels.

At the flagging stage, the roots of all trees, i.e., zero-rank cells are
traversed in an arbitrary order (for example, in a double loop) and each tree is
traversed in postorder. Note that the order of children traversal in recursion
is of no importance. In each computational cell, we compute the adaptation
criterion

wgt1

ds,i = |VQs(x;, yi, t")] (hx,ihy,i)Q?T) : (6)
wheres = 1, m is the index of a component of the vector Q, i = 1, N, is the
index of a computational cell, N, is the total number of computational cells,
la| is the Euclidean norm of the vector a, V = (0, 9,) is the gradient with
respect to the space variables, (x;, y;) are the coordinates of a cell center, A, ;
and A, ; are the cell side lengths in the x and y directions, respectively, wq is
a tuned parameter of the AMR algorithm. In the case of bicompact schemes,
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IVQs(xi, yi, t")| in formula (6] is approximated by the expression

VQu (i, i 1) &\ [AEATQE (i, )] + [AYASQE(xi, )]

The mean square values of ds ; over all computational cells are also obtained
in mesh traversal:

After all d; ; and their mean square values o; were computed, the forest of
trees is traversed once again in the same order. Each tree node and its cell
are assigned one of the following three possible flags.

1. If a cell is computational (without children), its rank is R; < Runayx, and
there exists an index s = 1,m such that d;; > w0y, then this cell is
flagged for refinement.

2. If a cell is computational (without children), its rank is R; > 0, and the
inequality ds ; < wyo; holds for all s = 1, m, then this cell is flagged for
coarsening.

3. In the other cases, the cell is flagged for “nothing to do”.

Here, w; and wy are also tuned parameters of the AMR algorithm. The pa-
rameters wy, wi, we have the following ranges of variation:

wo >0, w;el[l0,1.5], wye[0.1,05].
In [27], they were specified as
wo=2, w;=10, wy=0.1.

These parameters can be interpreted as follows: wq is the weight with which
the cell’s length scale /A, ; i, ; is involved in adaptation criterion (B]), w; de-
termines how “easily” cells are refined (refinement is more likely for smaller
values of w;), and wy, on the contrary, determines how “easily” cells are
coarsened (coarsening is more likely for larger values of wy).

Note that criterion (6) differs substantially from those that were used
in [27] and more recent works based on [27]. The criterion of [27] and similar
ones available in the literature are intended for fluid mechanics and are not
suitable for other applications, while criterion (6)) is formulated for a general
hyperbolic system. Moreover, the need for adaptive refinement in available
criteria is estimated in terms of either the density gradient, or pressure gradi-
ent, or velocity divergence, or velocity curl, or a combination of the last two
quantities. The shortcomings of these variants were discussed in [27], and
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a combination of the divergence and the curl of velocity was chosen as the
most successful one, though incapable of recognizing plane contact disconti-
nuities. Another shortcoming of the combined criterion is that it ignores any
perturbations against the background of zero or constant velocity. The new
criterion (6 proposed in this work takes into account the variations in all so-
lution components and yields close-to-zero values of d, ; for all s = 1, m only
in a cell where the solution is nearly identically constant in all components.

At the remeshing stage, the roots of all trees are traversed as before in an
arbitrary order, each tree is traversed in preorder, while the order of children
traversal in recursion is of no importance. The tree nodes and their cells are
transformed according to flags given before.

1. If a cell is flagged for refinement, then it is divided into four new cells
by bisecting it in each direction. These four new cells are added to the
tree as children of the divided cell. The mesh is supplemented with eight
to sixteen new nodes depending on the degree to which the neighbors of
the divided cell are refined (some candidates for new nodes may already
exist), and the same number of new elements are added to the associative
array storing the solution. The solution at the new nodes is computed
using biquadratic interpolation [28, Eq. (9)] constructed for the divided
cell. Each of the four new cells is flagged for “nothing to do”.

2. If each of the four children of a parent cell is flagged for coarsening, then
they are merged back into their parent and are deleted from the tree.
The nodes of the merged cells are deleted from the mesh only if they do
not belong to other cells (the centers of merged cells are always deleted).
The same number of elements corresponding to deleted nodes are deleted
from the associative array.

3. In the other cases, nothing happens to a cell.

At the zero time level 9, the solution-based AMR procedure is run Rpax
times, so that the mesh is maximally adapted to the initial condition before
the beginning of the scheme computations. If the initial condition is specified
by a given function of coordinates x, y, rather than by tabulated values, then,
in the case of mesh refinement, it is reasonable to compute the solution at
new nodes by projecting the initial condition onto the mesh, rather than by
applying interpolation.

After the mesh was adapted, the solution Q"*! at the next time level is
computed using the chosen scheme. Note that the next mesh refinement is
performed after finding Q"*!, i.e., the mesh remains unchanged in advancing
one time step.
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Except for several details, the algorithm implementing bicompact schemes
on Cartesian meshes with solution-based AMR is nearly the same as in the
case of standard Cartesian meshes (see the description of the latter at the end
of Section [I)).

One difference from standard Cartesian meshes is that computational cells
of adaptive Cartesian meshes are rather difficult to index and traverse in a
“standard” nonrecursive loop in proper order. It is much simpler to traverse
computational cells via the forest of trees. Let an arbitrary cell/tree node be
denoted by P and its children cells (if any) be denoted by LL, LR, RL, and RR
(see Fig. 2, where P is depicted by a dashed line). The roots of all trees, i.e.,
zero-rank cells are traversed in a double loop in the direction corresponding
to the signs of the split flux vectors by analogy with cells of a standard
Cartesian mesh. Each of the trees is traversed in preorder: if the cell P is
not computational, then its children are traversed; if P is computational, then
the bicompact scheme is implemented there. Clearly, the order of children
traversal depends on the signs of the split flux vectors. The possible variants
are

F",G" = LL, LR, RL,RR; F ,G = RR,RL, LR, LL;

7
F*,G = LR,LL,RR, RL; F ,G"=RL,RR, LL, LR. ¢

Fig. 2. Notation for an adaptive Cartesian mesh

Another difference is that the following situation can happen: in a certain
computational cell, the sought solution required at some nodes of the cell faces
is still unknown, although all preceding computational cells (in the order of
traversal) have been processed. This occurs in marching in space when the
bicompact scheme proceeds from large to small computational cells. For the
fluxes F*,G", this situation is illustrated in Fig. [3} In computing cells 1-3,
the desired solution is found at the nodes marked with open green boxes in
Fig. [3. Next, the traversal algorithm processes the large cell in the upper
right corner, which is split into computational cells 4-7. Trying to compute
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cells 4-6, we see that the desired solution at the nodes marked with red
boxes is still unknown (without this solution, cells 4-6 cannot be computed).
However, this difficulty can easily be overcome if we compute the unknown
solution values in terms of known ones by applying one-dimensional quadratic
interpolation similar to [28, Eq. (3)] on the left and lower faces of the large
cell made up of cells 4-7.

N 5 7
° o
4 6
I O 2 =

Fig. 3. Shortage of data in passing from large to small cells

In the general form, the extra procedure for computing the desired solu-
tion by interpolation on faces can be described as follows. Let the faces of an
arbitrary node cell P be denoted by FB, FL, FT, and FR (see Fig. [2 where
potentially problematic nodes are shown by open markers indexed by 1 to 8).
The extra computation procedure is built in the traversal over the forest of
trees in which the bicompact scheme is implemented.

1. If the cell P is computational, then compute it according to the scheme.
2. If the cell P is not computational, then, before passing to its children LL,
LR, RL, RR, check the following nodes:
1, 2, 3, 4 for fluxes F*,G"; 5,6, 7, 8 for fluxes F,G ;
3,4, 5,6 for fluxes F",G; 7,8, 1,2 for fluxes F,G".

[T the desired solution is still unknown at nodes
1, 2 = compute using 1D interpolation on the face FB;
3, 4 = compute using 1D interpolation on the face FL,;
5, 6 = compute using 1D interpolation on the face FT;
7, 8 = compute using 1D interpolation on the face FR.

Next, the children of P are traversed in the order described in (7).

Since one-dimensional quadratic interpolation on any cell face coincides
with two-dimensional biquadratic interpolation over the entire cell taken on
this face, the extra computation of the desired solution on it does not violate
the bicompact approximation.
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Thus, we have completely described the implementation of bicompact
schemes on Cartesian meshes with solution-based AMR in the simplest com-
putational domains.

3. Numerical experiments

Let us test bicompact schemes on Cartesian meshes with solution-based
AMR on a pair of two-dimensional benchmark problems. In all the computa-
tions, the AMR parameters are specified as wg = 2, w; = 1.0, and wy = 0.1.

Advection of a compactly supported pulse. This problem is stated
as follows. We solve the simplest version of system (I)), namely, the linear
advection equation

L) =0 +adu+b0,u=0, a=const>0, b=const>D0,

where u = u(x,y,t) is the sought function. The advection velocities a, b are
set equal to 1. The computational domain is D = (0, 1) x (0, 1) (Xmax = Ymax =
1), and the maximum time is #,.x = 0.5. The initial condition is specified as

u(r,y,0) = P/ |4/ (x = /47 + (4 = 1/47] . (x.y) €D,

where qu(x) € Ci"Y(R), g € N, is a compactly supported polynomial of ad-
justable smoothness:

pf(x) = (1—x2)4 if x| < 1,
! 0 if x| > 1.

The boundary values are constant (zero), and they are set on the bound-
aries x =0 and y = 0 for all ¢ € (0, 1ax].

The problem was computed using two bicompact schemes of fourth-order
accuracy in x,y, namely, T2B4 and SDIRK3B4. Time stepping in the former
scheme was based on the second-order trapezoidal rule. In the latter scheme,
we applied the L-stable stiffly accurate three-stage SDIRK method of third
order [29, Eq. (17)]. No flux splitting was used in this problem, since the
advection velocities were always positive.

We begin with quality verification. To determine whether the advection
of the pulse and the mesh adaption are correctly reproduced, we consider the
results generated by T2B4 in a single run. The mesh and scheme parameters
were specified as

he(0) = 7)(0) = 0.1, Ruax =3, Hy(Rmax) = hy(Rmax) = 0.0125,
T=0.005 Ke(0) =k, (0) =0.05, Kye(Rmax) = Ky(Rmax) = 0.4,
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where k, = at/h, and k, = bt/h, are the Courant numbers in x,y, respec-
tively.

Figs. present two-dimensional plots of the solution (in color) and
computational cells of the corresponding mesh at the times ¢ = 0,0.25,0.5.
It can be seen that T2B4 correctly reproduces the advection of the pulse
(without amplitude loss). The mesh is adapted adequately, its refinement
follows the pulse, and, in constant-solution areas, the cells merge into ones of

zero rank.
1 1
! 1
0.8 | o 0.8
0.6 L1 0.6 0.6
y y
0.4 ~ 0.4 0.4
0.2 0.2 0.2
0
0 0
0 02 04 06 08 1 0O 02 04 06 08 1
X X
Fig. 4. Solution and mesh at £ =0
1 1
I 1
0.8 08 0.8
0.6 L1 0.6 0.6
y y
0.4 ~ 0.4 0.4
0.2 0.2 0.2
0
0 0
0 02 04 06 08 1 0O 02 04 06 08 1
X X

Fig. 5. Solution and mesh at  =0.25

Fig. |7| shows the square root of the number of computational cells as a
function of time. The curve \/N,(f) quickly reaches a constant level, which
agrees with the fact that the pulse is compactly supported. This plot suggests
that, in terms of the number of computational cells, the computational com-
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plexity of the scheme on an adaptive mesh with the above-indicated parameters
and identical T is equivalent to that on a uniform 27 x 27 mesh.

1 I 1 1 RN
0.8 | os 0.8
0.6 L1 0.6 0.6

y y
0.4 - 0.4 0.4
0.2 0.2 0.2
0
0 0
0 02 04 06 08 1 0 02 04 06 08 1
X X
Fig. 6. Solution and mesh at # = 0.5
28
27 t+
26 t
25 t
VN

24 |
23 t
22
21

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
t

Fig. 7. Square root of the number of computational cells as a function of time

Let us analyze the mesh convergence of SDIRK3B4 for the exact solution
of the problem under consideration. The mesh is refined as follows:

7:(0) = 1,(0) = & = 0.1,0.05,0.025,0.0125, Rynax = const,
_ h
QR

The refinement is performed for four values Ry.x = 0,1,2,3 and three val-
ues k = 1.0,0.5,0.2 (altogether 48 runs). We are interested in E,, — the

K¢ (Rmax) = Ky(Rmax) =K =const, T
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absolute error of the scheme in the L, norm computed at £ = 0.5 over all
mesh nodes. Since the number of computational cells varies with time, it is
reasonable to show E., as a function of the total number N,y of cells over all
levels:

N
Nsum = Z Nc(tn)-
n=0

Another advantage of Ny, is that its values can be used to compare the
computational complexity of the scheme on different meshes, both uniform
and adaptive.

Fig. shows the plots of E, against Ny, for various Rp.x and k.
These results suggest that SDIRK3B4 on an adaptive mesh with Rp,x = 1,2
and not too small k = 1.0,0.5 has an a posteriori order of convergence close
to the theoretical one. For Rp.x = 3, the order of convergence is some-
what lower than the theoretical one, which is quite noticeable for k = 0.2.
Note that, for k = 1.0,0.5, due to the AMR, the prescribed error in the
solution is achieved with a smaller Ny, i.e., at a lower computational com-
plexity. For small Courant numbers, however, the solution-based AMR hardly
contributes to the speed-up of the computation.

k=1.0

O T T T
Rmax:
] Rmax:
1 B C N Rmax:
! Rmax:

(v
Wl O\ S
o0 i

S \R
N
2 3 4

lg Nsum Ig Nsum Ig Nsum

Fig. 8. Absolute errors in the L, norm against the total number of computa-
tional cells for various Rp.x and k

Sedov blast wave problem. The solution of this well-known gasdynamic
problem [30] consists of a strong shock wave, a nearly constant flow field
in a neighborhood of the blast point behind the shock wave, and a constant
background in the outer region. This solution structure is well suitable for
testing schemes on meshes with solution-based AMR.
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The system of two-dimensional gasdynamic Euler equations has the form

of (1)), where

P gvx PUy
PUx puy +p PUxUy
- b F - b G - b
e= 7. F@= | @=| o,
E o (E + p) v, (E + p)
p  plvf
E = X
vy—1 + 2

Here, p, v = (vy,vy), p, and E denote the density, velocity, pressure, and
specific total energy (per unit volume), respectively, and y = 1.4 is the ratio
of specific heats (the gas is diatomic). The computational domain is D =
(0,2) x (0,2) (¥max = Ymax = 2), and the maximum time is fy.x = 0.01.

The initial and boundary conditions are set as follows. The blast occurs
at the time ¢ = 0 at the point (xo, yo) with xop = yo = 1. The blast energy &
is specified so that the radius of the cylindrical shock wave is 0.8 at the
time ¢ = tnax = 0.01; namely, & = 4030.78. The initial conditions are as
follow: for (x,y) € €,

p(xayso):19 Ux(xay,o)zvy(xay,o):(),

E(x,y,0) = 50/[hx(Rmax)hy(Rmax)] if (x,y) = (x0, yo), (8)
o 1072/(y = 1) otherwise.

The steps £,(0) and A,(0) are chosen so that (xo,y0) € 2. Belore starting the
run in ¢, the mesh is adapted to initial conditions Rmax times, after which
the values of Q° at half-integer nodes are updated using its values at integer
nodes by applying bilinear interpolation (i.e., by averaging). The boundary
conditions remain unchanged, and they are set on the entire 9D.

This problem was computed using the bicompact scheme SDIRK3B4 with
symmetrized LOD splitting and a conservative limiting method [28]. Follow-
ing the approach of [28], SDIRK3B4 is scheme B; as a scheme A, we used a
baseline bicompact scheme with unsymmetrized LOD splitting.

The parameters of the scheme were C; = 0.5, 0 = 0.1 ( [28]); C} and CJ
were automatically determined by formulas (b)) with & = 0.2. The time step T
was variable and was computed using the formula

hx (Rmax) hy(Rmax)
Vi +2C5 Vi +2CY )7

T=2Kmil’l{

where k is the Courant number in cells of maximum rank. We specified k =
0.8. The nonlinear equations of schemes A and B were solved using Newton’s
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method with relative error rtol = 10~7. The computations were performed on
a mesh with A,(0) = A,(0) = 2/160 and Ry, = 1.

Fig. [9 shows the two-dimensional plots of density (in color) and the ranks
of cells at a finite time. These results suggest that the bicompact LOD scheme
SDIRK3B4 with a conservative limiting method yields the correct symmetry of
the solution and the shock front is iree of carbuncles or any other nonphysical
features. Moreover, the bicompact scheme demonstrates stable performance
without any special correction procedures of negative densities and pressures.
The AMR algorithm performs well: the cells refine in areas where the solution
gradient is high and merge in areas where the solution varies little.

2 1
15 0.8
0.6

y 1

0.4
0.5 0.9

0 0

0 05 1 15 2 0 05 1 15 2

X X

Fig. 9. Density field and ranks of cells at ¢ = f,,x = 0.01

Figs. present the one-dimensional density, velocity, and pressure
profiles, respectively, on the interval x = 1, y € [1,2] at the final time.
The numerical solution at integer nodes is shown by color markers, while the
exact solution is depicted by the solid curve. An analysis of these profiles
suggests that the numerical solution agrees well with the exact one and the
computed shock wave spreads only over three cells of zero rank. Moreover,
the sharp peaks of density and pressure immediately behind the shock wave
are fairly well resolved by the tested scheme.

Fig. [13| shows the square root of the number of computational cells as a
function of time. The plot suggests that, in the case of AMR, the number of
computational cells in this problem for Ry,x = 1 is halved as compared with a
uniform mesh with steps A, (Rmax), A, (Rmax)-
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Fig. 10. Density profiles on the interval x =1, y € [1,2] at ¢ = t,.x = 0.01
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Fig. 11. Velocity profiles on the interval x =1, y € [1,2] at t = t,.x = 0.01

Conclusions

A numerical algorithm based on bicompact schemes of fourth order accu-
racy in space on Cartesian meshes with solution-based AMR was described.
Practical recommendations were given concerning the implementation of data
structures for storing the mesh and the mesh function that take into ac-
count the specific features of the spatial stencil of bicompact schemes. A new

solution-based AMR criterion suitable for general hyperbolic systems of equa-
tions was proposed.
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Fig. 12. Pressure profiles on the interval x =1, y € [1,2] at t = {ax = 0.01
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Fig. 13. Square root of the number of computational cells as a function of
time

Bicompact schemes on Cartesian meshes with solution-based AMR were
used to compute the two-dimensional advection of a compactly supported pulse
and the two-dimensional Sedov blast wave problem. An analysis of the results
obtained for the first problem showed that bicompact schemes preserve the
high order of accuracy on adaptive Cartesian meshes. These schemes demon-
strated good accuracy in both problems. Moreover, in the Sedov problem,
a bicompact scheme with a conservative limiting method does not require
special techniques for correcting negative density and pressure and yields a
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symmetric solution free of nonphysical features, such as carbuncles. The re-
sults of this work lay the foundations for implementing bicompact schemes
on Cartesian meshes with geometry-based AMR in computational domains of
complex geometry.
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