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S. V. Ershov, D. D. Zhdanov, A. G. Voloboy, M. I. Sorokin

Treating diffuse elements as quasi-specular
to reduce noise in bi-directional ray tracing

In simulation of the light propagation the brightness of each ray is calculated
based on the optical properties of the virtual scene objects which it interacts
with. According to the optical properties these objects can be roughly subdi-
vided into diffuse and specular. The Monte-Carlo based ray tracing methods
which are commonly used in simulation calculate the brightness only for diffuse
surfaces. When a ray meets a specular surface it is reflected (or refracted) until
it reaches a diffuse surface where the brightness is calculated. In the proposed
approach diffuse elements are further divided into “truly diffuse” and “quasi-
mirror”. The most natural criterion for the latter is scattering in a narrow cone
around a purely specular direction. A scene element can also be a superposition
of both types when its scattering function is treated as the sum of a truly diffuse
and quasi-mirror parts. The work shows how various components of illumina-
tion interact with quasi-mirror objects and describes how this is implemented
in the bi-directional Monte Carlo ray tracing. The proposed approach allows to
significantly reduce the stochastic noise for a number of scenes including those
for which it is not possible to achieve good results with any settings of the
standard method. This method is also applicable to the simulation of volume
scattering treating the phase function of the medium as quasi-mirror. In this
case the selection of quasi-mirror objects is by no means based on the character
of the scattering distribution function. For volume scattering the medium is
treated as quasi-mirror while the surfaces, even if their scattering distribution
functions are narrower, remain “truly diffuse”. The article shows the advantage
of this approach.

Key words: Lighting simulation, Monte Carlo ray tracing, bi-directional
ray tracing, noise reduction, bi-directional scattering distribution function.
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C. B. Epwos, /I. /I. 2Kdaros, A. I. Boaoboti, M. U. Copoxun

O6paborka auddy3HBIX IJIEMEHTOB CIIEHBI KaK KBa3M-3€PKAJbHBIX
JJI CHMXKEHUS IIyMa B ABYHAIIPABJIEHHOM JIy4eBOii TPaCCUPOBKE

[Ipu MonmennpoBaHUKM PACIPOCTPAHEHUs] CBETA SIPKOCTH KarKJOTO JIyda pac-
CUYUTBIBAECTCS, UCXOJS U3 ONTHUIECKUX CBOWCTB OOBEKTOB BUPTYAJbHON CIEHBI, C
KOTOPbIME OH B3auMmojeiicryer. [1o onrrnaeckum ¢BoiicrBaM 00bEKTHI MOI'YT I'Py-
60 nojpazjenaTbes Ha JuddysHble U 3epKajibHble. OOBIMHO HCIIOJIb3yeMas Py
MOJIEJINPOBAHNK TPACCUPOBKA Jiyueil Ha ocHOBe Meroji0B Monte-Kapso paccan-
ThIBaET sIPKOCTD JIUIIb s 1 Py3HBIX moBepxHocTeit. IIpu Berpede yda ¢ 3ep-
KaJIbHO MOBEPXHOCTHIO OH OTpaXkaeTcst (MM MPEJOMJISIETCs) JI0 TeX MOop, MOKa
He JlocTUrHeT audPy3HON MOBEPXHOCTH, IJIe TOJHKO U PACCUUTHIBACTCS SIPKOCTb.
B npemiaraemonm mojxojie gudppy3Hbie 3JeMEHThI Pa3Ie/IsTIoTCs gajiee Ha “UCTHH-
HO muddy3HbIe” 1 “KBa3u-3epKajabHble . Hanbosee ecTecTBEHHBIM KPUTEPUEM JIJIS
HOCJIEIHUX OYJIeT paccesHue B Y3KOM KOHYCe BOKPYI' UHMCTO 3ePKaJbHOI'O HAIIPaB-
JIEHUsI. DJIEMEHT CIEHbI MOXKET ObITh TAKXKe CYyHepIO3UIUeil 000MX TUIIOB, KOIJA
eé (PyHKIINA paccesHusI TPAKTyeTCs KaK cyMMa UCTHUHHO Jud@y3HOI U KBa3u-
3epKaJibHO dacreii. B pabore BbIBEIEHO, KAK Pa3InIHble KOMIIOHEHTHI OCBEIEH-
HOCTHU B3aMMOJIEHCTBYIOT C KBa3U-3epKaJbHBIMU O0ObEKTaMU, U OIKUCHIBACTCH, KaK
9TO PEAJM3YETCsI B JIBYHAIIPABICHHOW CTOXaCTUIECKON TpaccupoBKe jiyueit. [Ipe-
JIOXKEHHBII ITOJXOJ, TIO3BOJISIET 3HAYUTEJHHO CHU3UTH CTOXACTUUECKHUH IIyM JIJIsI
psijia CIleH, BKJOYas U Te, JJisd KOTOPBIX He YAaeTCs JOCTUYb XOPOIINX Pe3yJibTa-
TOB IPHU JIFOOBIX HACTPORKAX CTAHIAPTHOIO METO/A. DTOT METOJL TAKXKE [IPUMEHUM
K MOJICJIUPOBAHUI0 OOBEMHOIO paccesHusi, TPakTysd (pa3oByi0 (DYHKIUIO CPEJIb
KaK KBa3W-3epKaJbHYI0. B 9TOM cilyuae Bbljle/IeHre KBa3nu-3ePKaJbHBIX 00hEKTOB
OTHIOJIb HE OCHOBAHO Ha XapaKTepe MHIMKATPHUCHI paccesnus. s 06beMHOro
paccesiinst cpejla TPAKTYeTCsl KaK KBa3u-3epKaJjbHasl, B TO BPEMsI KaK TOBEPXHO-
CTHU, JIJAXKe eCJIM UX MHIUKATPUCHI Dojiee Y3KHUe, OCTAIOTCS “TOIIMHHO TU((y3HbI-
mu’. B crarbe 10Ka3bIBaeTCs IIPEUMYIIECTBO TAKOI'O I10JIXO/IA.

Karoueswvie caosa: MonenmpoBanne OCBENEHHOCTH, CTOXACTUIECKas TPac-
CUPOBKa Jiydeil, JIByHAllpaBJIcHHAsA TPAaCCUPOBKA JIydeil, OHUXKEHHUE I1yMa, JIBY-
HalpaBJeHHasA (PYHKIU PACCETHUS.
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Abbreviations

MCRT = Monte-Carlo ray tracing

FMCRT = forward Monte-Carlo ray tracing. It is tracing of rays from light
sources toward scene objects accumulating of illumination on scene ob-
jects. Usually it is used to calculate the secondary (indirect) illumination.

BMCRT = backward Monte-Carlo ray tracing. It is tracing of rays from
camera through virtual screen toward scene objects. Usually it is used to
get the virtual scene image.

BDF = bi-directional scattering function. It describes surface luminance as a
function of the illumination and observation direction

BDD = backward diffuse depth. It is a specific parameter of a hybrid ray
tracing, when FMCRT calculates illumination and BMCRT is used to
convert it to the observed luminance. In this method the backward ray
usually has a limited “length” and terminates after BDD diffuse events.

1 Introduction

A powerful method of calculation of a virtual camera image is a hybrid, or bi-
directional, Monte-Carlo ray tracing. The self-consistent light field in a scene
can be expressed via Neumann series of iterative scattering and transport op-
erators and the Monte-Carlo ray tracing calculates those integrals. Although
in principle the forward Monte-Carlo ray tracing is enough, it is inefficient for
calculation of a camera image because of too low probability of a ray to hit
the camera pupil, and long ago a backward Monte-Carlo ray tracing had been
proposed [5] that traces rays from camera.

In the “pure” BMCRT a ray is traced from camera until it is absorbed or
leaves the scene, and wherever it hits a diffuse surface, it collects direct and
caustic illumination. The ray does not need to hit light source, so the method
can work with point and parallel lights. In many cases this method works well,
but regrettably not always. Its problem is that the camera ray must visit scene
areas which are directly illuminated, while in some scenes (see e.g. Fig. 1) they
are very small and thus are hit too rarely.

There are many different attempts to overcome the limitations of the FM-
CRT and BMCRT. One of the most radical is the so-called Metropolis Light
Transport (MLT) [9], [8]. This method has a lot of modifications (up to using
Hamiltonian dynamics [6]), but all of them differ from the “classic” Monte-
Carlo in that they do not trace ray sequentially just hoping that it reaches the



camera pupil (in BMCRT — that it hits a light source). Instead, the MLT
operates subspace of trajectories which “connect” lights and camera. As a re-
sult, all the samples taken are “successful” in the sense that they do bring
luminance to an image pixel. In the “classic” MLT versions, these trajectories
were generated using the Hastings method which produces a series of random
samples with stationary distribution just proportional to their “contribution”
(this is called “importance sampling”) [5], [9], [8]. There, however, are prob-
lems with that. First, although the resulting probability distribution s indeed
proportional to the trajectory’s “importance”, the successive samples (i.e. tra-
jectories) are correlated. In extreme case, the method just repeats “successful”
samples i.e. the same trajectory is taken several times successively which is not
good. Another problem is that the process is not stationary, unlike the clas-
sic Monte-Carlo, where both the first and the last trajectories have the same
probability distribution. In the Hastings method, the distribution changes in
time. Until the density converged to the stationary state (which is proportional
to the trajectory “importance”), the result is wrong. In many cases the speed
of convergence is good enough and the initial part can be easily discarded, but
this is not always. The last problem is that the Hastings method utilizes some
“tentative” transition rule. Formally it can be quite arbitrary and all the same
the stationary density will be the same (and correct). But practically the speed
of convergence (to the stationary probability distribution), correlations etc. de-
pend on it, and a good choice of that “tentative transition rule” is what makes
the method to work (or to not work, in case of a bad choice.)

Besides MLT and its relatives, there are less radical changes that improve
the speed of Monte-Carlo method, retaining its basics. One of them is bi-
directional Mone-Carlo ray tracing, of which, again, a lot of variants exist. The
basic idea is to operate trajectories that always connect light source and camera
(like in MLT). To do so, trajectory is constructed by “concatenating” two its
parts: one is from the camera and is obtained by BMCRT and another is from
light source and is obtained by BMCRT. Then these pieces are “connected”
somehow which creates trajectory that connects light source and camera.

The main modifications of this “connection” are:

1. Each (or some subset of them) hit point of a backward piece is connected
with each hit point (or, again, a subset of them) of a forward piece by the
“shadow ray” segment [2]. There are many advantages in this method,
but a serious problem is that how to operate the huge number of connect-
ing segments (of which many have too low importance or are completely

shadowed).

2. Photon map visualization [4]. Here the FMCRT part populates scene with
the hit points which represent the statistic of illumination of the hit point.



Roughly, the density of hits gives the full illuminance, and leaving only the
hits with desired direction gives the illuminance in that direction. The
backward phase, which can in principle be even deterministic (though
BMCRT is applied usually) spreads camera rays over the scene and in
each hit point they take illumination from the photon map, “convolve”
it with the surface BDF and add resulting luminance to the pixel’s. The
local illuminance is estimated from the number of FMCRT hits inside
(a small) integration sphere about the BMCRT hit, and this introduces
some blurring and discretization error. However, in most cases this error
is inessential as compared to the noise level.

As one can see, the last method also constructs the full trajectory that connects
camera and light source, but does this approximately because the end of the
forward part (the photon inside integration sphere) deviated slightly from the
end of the end of the backward part (BMCRT hit i.e. the centre of that sphere).
This is usually inessential though in some cases, especially for caustic photons,
may create problems and thus needs special treatment [7].

Once the full trajectory is constructed concatenating the BMCRT and FM-
CRT parts, it must be decided how to distribute it among these parts. That
is, how long is the BMCRT part. Here one can fix it, or vary at random, or
choose from the properties of the trajectory etc.

In principle, all the above decisions can be treated as an average over the
“ensemble” of fized choices. So investigation and optimisation of the method
with the fixed BMCRT part length is important, and this paper is a step in
that direction.

Usually fixed is the number of diffuse events, while the number of specular
ones is not. This value is termed BDD i.e “backward diffuse depth”.

Efficiency of the approach, i.e. the rate of convergence (or noise level, which
is more or less the same) strongly depends on that BDD, and its optimal value
is specific for each scene.

A better approach is to let it be different across the scene [1] and even
mix calculations with different BDD [1]. Frequently it is possible to find it,
automatically or manually, so that the calculations are quite efficient. But this
is not always and in some cases changing BDD does not help and whichever
value we choose the image is highly noisy. Here we also prove why an “adaptive
choice” of BDD individually for each ray may result in a biased estimate, i.e.
the calculated luminance converges to a wrong value.



2 Global illumination equation

Light distribution in a scene is described by a “self-consistent field” equation
which can be written in different forms that are named “global illumination
equation”, “rendering equation” [5] etc. Below we shall describe its form used
in this paper and define some necessary terms.

Roughly, this equation describes the following global illumination problem.
There is some light field in the scene. It illuminates its surfaces which scatter
it. This transformation of the illumination (light that falls onto a surface) into

luminance (light that goes away from a surface) is described by the surface
BDEF:

L(v;:l;):/f(w;v,v')l(v',:v)d2v'

Here f is BDF, [ is the field of illumination of diffuse scene surfaces (i.e. it
omits the points of pure specular surfaces) and L is the luminance of diffuse
scene surfaces (i.e. it omits the points of pure specular surfaces).

Then this light, emitted from the surface, propagates over the scene and
eventually illuminates its surfaces. This transformation of the luminance (light
going away off a surface) into illuminance (light incident onto another surface
point) is described by the transport operator:

19 (v; ) = /t(w,v, o' v LW, x)|(n-v)|dx'd*v’

where I is the indirect illumination component which does not include light
that came “directly” (i.e. without scattering) from a light source. Since our
equations explicitly include only diffuse scattering, the “direct” component also
contains light that underwent pure specular transformation. Again, this equa-
tion operates only on the scene points that belong to diffuse surfaces.

In the simplest case, when there is no specular surfaces or turbid media etc,
this transport operator reduces to transport along the straight ray path:

19 (v;x) = L(v,z + lv)|(n - v)]

where [ is the ray length from x to the hit point. In presence of specular
surfaces, the transport operator includes ray splitting and luminance transfor-
mation across a boundary etc.

In fact its explicit form is inessential for us and we shall introduce the
transport and scattering operators:



L = FI (1)
19 = T (2)

The full illumination consists of indirect and direct components:

[=10 4710 (3)

Combining the three equations we arrive at the self-consistent illumination
field equation at the form we shall use:

[=TFI+ 1" (4)

3 Iterative solution (Neumann series) of the
illumination field equation (4) and BMCRT

Although it is a common knowledge in the computational optics, we shall pro-
duce a basic description in just the form we shall use.

In many ray-tracing applications the illumination field is calculated by FM-
CRT before and independently of rendering of the virtual image. Then these
“illumination maps”, “photon maps” etc. are used to calculate the surface
luminance.

The simplest way is that we trace rays from camera, terminating then at the
first diffuse surface. In that hit point we calculate this surface luminance under
the full illumination (= FI ) and add to the pixel luminance. This provides
estimate of the surface luminance (1), though the result is not perfect. Indeed,
the illumination map (or its analog) i.e. estimation of I from FMCRT is usually
subjected to (spatial) filtering to reduce noise. Thus all fine illumination details
such as highlights are usually lost.

A better estimation follows from another equation for surface luminance:
combining (4) with (1) one has

L=(FT)FI+ FIO (5)

Notice that it is the luminance of the scene surfaces. The luminance of
the camera image would be £ = SL where the leftmost § describes the pure
specular transformation between the camera and a scene surface (frequently

S = 1). Here and below we shall only calculate the L. Its transformation into
the camera image can be applied after that if needed.
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The term FI© is the surface luminance under direct (including caustic)
illumination. The indirect (diffusively scattered) illumination is ignored. This
is what the simplest BRT does.

The term (FT)FT is the surface luminance under indirect (diffusively scat-

tered) illumination. The integral operator can be calculated using Monte-Carlo
ray tracing: we fire rays from camera, they hit a surface, are scattered (operator
[F), propagate the scene until reach the 2nd diffuse surface (operator 7)) and
terminate. Notice that in the backward ray tracing the operators are applied in
the reverse order) and terminate. In this 2nd diffuse hit point (i.e. just before
the 2nd diffuse scattering) we calculate this surface luminance under the full
illumination (FI), scale by the luminance transmission factor due to the spec-
ular transformation in T, and add to the pixel luminance. The average over
ensemble of camera rays converges to (FT)F1I.

Although mathematically the equation solved is identical to (1), the numer-
ical results differ. The second approach is less sensitive to small distortion of I
because the convolution with (F'T") reduces their effect.

The process can be continued further. Substituting (4) for I in (5) gives

L= (FT)(FT)FI+(FT)FIV + F1"
Again its terms can be estimated with BMCRT. The first term is estimated
taking the full illumination (FI) at the third diffuse hit, the term (F'T)ET© by
taking the direct (and caustic) illumination at the second diffuse hit and EF10)
is the direct (and caustic) illumination at the first diffuse hit. Now the most
noisy (or with the strongest artifacts from filtering) term F'I is twice convolved
with (F'T) which reduces the noise (or artifacts).

Because of linearity these three terms can be estimated from the same back-
ward ray ensemble, taking the full illumination (FI) at the third diffuse hit,
and the direct (and caustic) illumination at the first and second diffuse hits.

Continuing the process, one may have BMCRT which takes the direct (and
caustic) illumination at the 1st, 2nd, ..., N — 1-th diffuse hit and the full il-
lumination at the N-th diffuse hit for an arbitrary N > 0. The value of N is
termed “backward diffuse depth”, or BDD for short.

4 How the BDD affects the noise level

As we have seen above, some image inaccuracies (noise and/or artifacts of
filtering of 1)) decrease with the BDD and one might decide that for the best
results the BDD must be as large as possible. Regrettably, the choice is not
that simple because there are other sources of inaccuracy.
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Figure 1: Diffuse plate illuminated through a diffuse sphere. This is the side
view in correct scale. The circle about it is the diffuse lamp shade; the yellow
cone inside it mark its light emission (downwards).

For example, let us consider a simple scene consisting of a diffuse plate illu-
minated by a cone light (which emits downwards) enclosed in a matte (diffuse)
spherical shade, see Fig. 1:

We assume that camera sees only the plate while the lamp shade is out of
the view area (e.g. it is behind the camera). If the lamp shade is small enough
we can neglect interreflections. The plate is pure red Lambert with integral
reflectance of 50%.

In this approximation illumination of the plate is entirely indirect (light from
the diffuse sphere). In case of BDD=0 camera ray collects that illumination in
the hit point. There is some moderate noise from the FMCRT (= from photon
map), but no more (Fig. 2). In case of BDD=1 the situation becomes much
worse (Fig. 2).

Indeed, now in the first hit point (i.e. the plate) we take only the direct (and
caustic) illumination which in this model is exactly 0. So all contribution to
pixel luminance comes only from the second diffuse hit, which is only possible
when the scattered camera ray hits the lamp shade. But this probability is
very low, because the BDF (and thus the scattered light cone) is wide while
the lamp shade is small. Therefore, it is very rare that camera ray brings any
luminance to the image pixel, and this means high noise.

The case of BDD>1 is not better because it also requires camera ray hitting
the lamp shade.

Therefore, in our model scene the best is BDD=0 while BDD>0 results in
very high noise. The choice of an optimal BDD is therefore not trivial: while
rather frequently increasing it is good, for some scenes the best result is for the
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Figure 2: Camera images for scene from Figure 1, calculated during the same
time (3000 sec) for BDD=0 (left) and BDD=1 (right).

minimal BDD.

Now let us consider another, in a sense the opposite, case by replacing the
small lamp shade with something very large. The scene is again a diffuse plate,
but now it is surrounded by a large room box with diffuse walls and ceiling
which are illuminated by a grid of cone lights (emitting towards the nearest
surface and not towards the room centre), so their light cannot reach the plate
directly. The camera is inside that room, as shown in Fig. 3.

The room walls and ceiling is Lambert with albedo 0.5 and the plate is
rather small as compared to the room. The floor outside it is black. Again,
we assume that camera sees only the plate. Like in the previous example, the
plate’s illumination is purely indirect.

In this scene the light from the grid of cone emitters undergoes many inter-
reflections and so creates a rather uniform illumination of the walls and ceiling,
though it is not exactly constant and the areas near the light emitters are
brighter.

At last, unlike the previous model scene, the bottom plate has now a sharp
(nearly specular BDF). It is nearly pure green® with integral reflectance of 40%.

In case BDD=0 we collect the indirect illumination (from FMCRT!) at the
first hit point. Illumination comes from the large box which is illuminated rather
uniformly, and thus makes a wide cone. Meanwhile, the BDFs is sharp, so FI
effectively senses only illumination in direction close to the mairror reflection of
the view ray. In other words, most of FMCRT rays will be effectively excluded

Tts normalized color is (0.1,1,0.1)
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Figure 3: Diffuse plate illuminated by the room walls and ceiling. This is the
side view in correct scale. The yellow cones show emission of lights; the camera
view ray and its specular reflection are drawn with red arrows. The thick green
strip is the bottom plate.

and only few of them will contribute to the pixel luminance. This means a
strong noise (Fig. 4).

In case BDD=1 the situation improves. At the first camera hit we collect
only the direct and caustic illumination, which is exactly 0 there. After diffuse
reflection by the plate, the camera ray hits the box and there it takes the full
(in fact, again indirect) illumination. Most of camera rays and most of FMCRT
rays contribute here. So the noise is low (Fig. 4).

The larger values of BDD work less good. Since illumination is merely
indirect (save for the small area near above the lights which we neglect), the
contribution to pixel luminance comes only from the third hit point. It can be
in the box or in the bottom plate with more or less close probabilities. When
it is in the box, it is like for BDD=1 i.e. all works good. But when it hits a
bottom plate, all is like for BDD=0 i.e. we take a wide cone illumination of a
narrow BDF which results in strong noise.

5 Introducing the quasi-specular method

The model scenes from Section 4 at least admit an optimal BDD. So, if the
BDD is chosen automatically by a method which is intellectual enough, or by
an experienced human operator, a good quality image can be obtained. But
there are scenes in which whatever BDD we choose the image is highly noisy.
A very simple example is a combination of the two model scenes from Sec-
tion 4: the bottom plate now has BDF which is a sum of a wide (nearly Lam-
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Figure 4: Camera images for scene from Fig. 3, calculated during the same
time (3000 sec) for BDD=0 (left) and BDD=1 (right).

bert) and a sharp (nearly specular component). To see which BDF does which
contribution to the image, the Lambert component is pure red and the sharp
component is nearly pure green?. Their integral reflectance is 50% and 40%,
respectively. Indirect illumination comes both the room walls and ceiling (illu-
minated by an array of cone lights), and also by a small “central” lamp shade
with a cone light inside (Fig. 5).

Unlike the first example (Fig. 1), the light from the lamp shade also results
in interreflections. But when the bottom plate is small (recall the light which
hits the room floor outside it is absorbed), it is inessential.

Repeating the analysis from Section 4 one finds that BDD=0 is bad because
of high noise from illumination of a narrow BDF part from the box and BDD=1
is bad because of high noise from illumination of a Lambert BDF from a small
lamp shade, (Fig. 6). Larger BDDs are not better.

There is a temptation to make the BDD to be individual for a ray, so that it
is 0 for the camera ray which was scattered by a Lambert component of the floor
and it is 1 for the camera ray that was (first) scattered by the nearly-specular
BDF component. That is, denote the angle between the scattered camera ray
and its ideally specular reflection as ¥, then if ¥ > © then BDD=0 (and ray
terminates here), while if ¥ < © then BDD=1 (and ray propagates further).

One must recall that BDD affects not only the ray length but also which
illumination component is taken at the point. For BDD=0 in the first hit
point we take full illumination. For BDD=1 in that same point we take only

2Its normalized color is (0.1,1,0.1)
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Figure 5: Combined model scene: indirect illumination both from the lamp
shade and the room walls and ceiling. This is the side view in correct scale.
The yellow cones show emission of lights. The camera view ray and its specular
reflection are drawn with red arrows. The thick green strip is the bottom plate.
The circle about it is the diffuse lamp shade. The yellow cone inside it mark
its light emission (downwards).

Figure 6: Camera images for scene from Fig. 5, calculated during the same
time (3000 sec) for BDD=0, BDD=1 and quasi-specular method with BDD=0.
For the area of 100x100 pixels around the centre, the average RGB color is:
(150,27,2.71); (150, 31.6, 3) and (150, 31.4, 3), respectively. The noise level (rel-
ative to the photometric luminance) is 1000%, 200% and 76% respectively.
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direct+caustic.

However this does not work[1]. Indeed, let us consider a model scene from
Figure 3, but let now the bottom plate has BDF which is a sum of Lambert
and a nearly specular narrow lobe:

F=F,+aF
where a is the albedo (integral) of the Lambert’s component, Fyis operator for
Lambert with unit albedo and F), is the nearly-specular part of the BDF.

Those camera rays that were scattered in off-specular direction ¥ > © stop
here and collect the full illumination. Those which were scattered in near-
specular direction 1 < © collect only direct+caustic and propagate further.
Then they hit the box and their collect the full illumination.

Now let us assume that interreflections between the floor plate and the
room can be neglected (e.g. their integral scattering is low, or instead of the
“plate” there is only a small rectangle seen by camera while outside the surface
is entirely black). In this case what happens with the nearly-specular rays
and the luminance they bring to the image is independent from the Lambert
component. If we set the latter to 0, all works ezxactly as in the “standard
mode” for BDD=1. Therefore, the luminance brought by these near-specular
rays coincides with E,.I where I is the full illumination of the floor and F,,, is
the nearly-specular part of the BDF.

As to the off-specular rays, their fraction A approximately equals the fraction
of rays scattered by Lambert. In fact it is slightly lower because some rays
scattered by Lambert go near-specular direction. But their fraction is very
small and we neglect it. So, A = _&7 where b is the integral scattering of the
nearly-specular lobe. Each that ray behaves like for BDD=0, i.e. it takes the
full illumination I and convolves with the full BDF. Therefore the contribution
to the image luminance from these rays is MFI.

The total image luminance is thus

E, I+ NPT ~ F,J0+ FI
a+b
a ~
= [, Es+aF)I
+a+b( +ak)
oy
= (1 Bl
(+a b) Tarp!

which differs from the exact value FI.
Therefore, just making the near-specular and off-specular rays to collect illu-
mination according to the ray’s BDD produces wrong luminance, and one must
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apply a more sophisticated selection of the illumination components collected
in each hit point.

The key idea of the approach though remains the same: the nearly specular
narrow BDF is treated specially, not as a “genuine diffuse”; but in a sense closer
to specular ones. Such narrow BDFs (and the whole method of their treatment
in BMCRT) are thus named “quasi-specular”. The result of calculation of the
same model scene with this method is shown in the rightmost panel of Figure
6, see Section 9.1 for more explanations.

One must realize that since BDF is a linear operator, so we can treat a
surface BDF as either a single function (= the sum over all sub-BDFs) or as a
sum which gives exactly the same result.

Here and below we treat the diffuse BDF as a sum of two parts: the “gen-
uine diffuse” and “quasi-specular”. We shall prove that the separation can
be arbitrary. Roughly, we can take a sum of a Lambert and a Ward lobe so
that... the Lambert is quasi-specular while the narrow lobe is “genuine dif-
fuse”! Another question is whether such a separation is advantageous in terms
of noise. To this end, usually the separation must be “natural”’, i.e. the wide
component is “genuine diffuse” while the narrow one is “quasi-specular”. But
it is not always so e.g. in scenes with turbid media (i.e. volumetric diffuse
scattering). Although the volumetric scattering is rather specific, it has much
common with surface one and even can be approximated by a series of surface
scattering events. And, it happens that in many cases it is advantageous to
treat the volumetric scattering as quasi-specular, i.e. not add this event to the
“BDD counter”, and also not to take their indirect illumination. This improves

results even if the medium scattering (i.e. phase function) is wider than the
surface BDFs!

6 Operator series in presence of quasi-specular
BDF's

Now let us come to the formal derivation of what to do with a backward ray
when the diffuse BDF is subdivided into the “genuine diffuse” and “quasi-
specular” components:

F = Fd + Fqs
We assume that if the backward ray underwent scattering by the quasi-specular
component, this does not increment the diffuse event counter. So the ray does

not terminate and shall derive which illumination components must be taken at
which hit points so as “to be compatible” with the above behavior, i.e. so that
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the mathematical expectation of the BMCRT luminance to match the exact
value.
Luminance of a surface point @ is:

A

L(”) 33) - (Fd])(va iB) + (Fqs])(va ZB)

where

is illuminance of that point which consists of direct (that was not scattered
at all or scattered by pure specular surfaces), quasi-caustic (scattered at least
once by a specular BDF and never by a diffuse BDF) and indirect (scattered at
least once by a diffuse BDF and any times by a specular BDF or quasi-specular)
components.

The above luminance expression can be written as

L= FI=Fy (104 199) 4 B 1@ + Fy (6)

Substituting our decomposition of I into the global illumination equation
(4) one arrives at

Jlae) () — Tﬁ’qs (](0) -+ [(qc)) + Tﬁ’qsl(i) +TF,I

The right hand side term Tﬁqsl ) 4 TF,I comprises light that underwent at

least one diffuse scattering while the term Tﬁqs (I O 47 (qc)) comprises light
that underwent only specular scattering. In view of the decomposition into
diffuse and quasi-caustic illumination, this means

19 = T (Fal + FyoI®) (7)
@ — ( £ 090 4 Fr 1(0)) (8)

Here,

(EyD)(v,x) = /fd(az;v,v’)l(v',w)d%'
(Fyl)(v,x) = /qu(az;v,v')l(v’,:c)d%’

where fq(x;v,v"), fis(x;v,v') are the diffuse and quasi-specular BDFs at the
point @ and the result of the action of operator is the local luminance.



19

Obviously, Eq. (7) implies

. ~ A -1 . .
10— (1 _ TFqS> TET 9)

and similarly Eq. (8) yields

N A -1 . .
[la0) — (1 _ TFqs) TE, 10 (10)

6.1 The form to be used for BDD=0
Now we substitute /) from Eq. (9) into Eq. (6) which gives:

Obviously,

NN S . .
F, (1—TFqS) T = F, (Z(T qs)m>T

SO

~

~ A\l 4
L= Fy (194 199) 4 (1= B,T)  Ful (11)

There is an alternative form. From Eq. (10) it follows that

R -1
10410 = [0 4 (1-TF,)  TF,I"

so the term F, (10 + 1@)) in Egs. (11), (14) and similar below is
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“ ~ ~ A -1
£ <I<O> +I<q0>) . (1 —TFqS) 10

- (1—15qu) £, 10 (12)

which is nothing but “direct visibility” (all specular reflections) of light source.
Substituting Eq. (12) for the first term of Eq. (11) gives:

~ N1 /. ~ s A A\TM /oA -
L= (1 _ FqST) (FqsﬂO) n Fd]) -y (FqST> (FQSI(O) n Fd]) (13)
0

3
|

6.2 The form to be used for BDD=1
Substituting I = I + 104 4 1@ in Eq. (11)

A

~ AN\ —1 /. ~ .
L=F, (1<0> + 1<q0>> ¥ (1 . Fqu) (Fd(ﬂO) 41y 4 Fdl(”)

and evaluating 1) from Eq. (9) we have

since
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There is an alternative form. We substitute Eq. (12) in the first term of
Eq. (14)

m=0
o> (Bu1)" B (B,1) Fa (16)
m=0 n=0

6.3 The form to be used for BDD=2

Substituting I = I + 1) 4 10 in the above expression and evaluating 1)
from Eq. (9) we have

A ~ A\ L 4
L = Fy <](0) 4+ ](q0)> 4+ <1 _ Fqu> Fd<(](0) 4+ [(q0)>

With the help of Eq. (15) this becomes

“ ~ \—1 .
L = F, ( 70 ]<qc>> n (1 _ Fqu> Fd(( 710 4 [(qc)>
) N ) N1 . \?2
4T (1 _ FqST> 2 (1<0> + I<q0>> n (T (1 - Fq3T> Fd> r)an

There is an alternative form. Substituting Eq. (12) into the 1st term of
Eq. (17) we obtain
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A A\ T -1 4
+ (1 - FqST) W (1 - Fqu> I (ﬂo) + 1<q0>)
A~ A\ o . A~ A\N"L . 4 A A\ 1 4
+ (1= BT Bd (1= BT) BT (1= B T) Bl (18)

6.4 The form to be used for BDD=N

Continuing the process we obtain by induction,

L = F, ( 710 4 1(qc>>

N—-1 -1 k S
+3° ((1 _ FqST> FdT) (1 — FqST> P, (1<0> + I<q0>)
k=0
-1 \Y R
+ ((1 - F,T) FdT> (1 - ET)  Fal (19)

There is an alternative form. Substituting Eq. (12) into the 1st term of
Eq. (19) we obtain

L = 1—FqST> LRI
Nl —1 k —1
i ( 1= £,.7) m) (1= ) o (104 109)
k=0
R R T I
+< 1—FqST) FdT> (1—FQST> £yl (20)

7 Integration by paths for BMCRT
The terms like (ﬁ’qsf)m (FdT ) (Fqsf)n Fdl () mean that the scene surface lu-
minance is created in the following way:

1. endirect illumination is scattered by the diffuse BDF, then

2. it travels the scene, undergoing n quasi-specular events (and an arbitrary
number of pure specular); then
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3. it undergoes diffuse scattering, then

4. it travels the scene, undergoing m quasi-specular events (and an arbitrary
number of pure specular)

Notice that although we write a uniform n-th power of an operator, each its
term means scattering by a specific i.e. generally different (although always
quasi-specular) BDF.

In BMCRT, each operator is simulated by transformation of a backward ray.
Naturally the leftmost operator in the product is “the closest” to camera. So the
operators are read “left to right”. That is, camera ray first undergoes m quasi-
specular scattering events (with subsequent ray transport to the next hit which
may include pure specular transform), then one diffuse scattering (with sub-
sequent ray transport to the next hit), then n quasi-specular scattering events
(with subsequent ray transport to the next hit which may include pure specular
transform) here we take BDF luminance under the “indirect illumination”.

Notice that a sum of several such operators can be estimated from the same
camera rays, just in different points. That is, we trace backward rays and taking
indirect illumination after m quasi-specular scattering events. Then one diffuse
event and after n quasi-specular scattering events we accumulate the estimate
for

A A\ T A A A A\ T A .
<FqST) (FdT) (FqST) F 1
while taking direct+quasi-caustic illumination after k quasi-specular scattering

events (of the same ray, if its length is long enough) we accumulate the estimate
for

( FqT)k i, < 10 4 [<qc>>
7.1 The case of BDD=0

Rewriting Eq. (11)

I = ﬁqs (](0) + [(qC)) + Fd[ + Z ( AqST)mFdI

— F ([(0) _|_[(CIC)) —|—Fd[(l) + Z (FqST>m Ad[

m=1

which means that:
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e before (and including) the first not pure specular event we take
F (10 4+ 169) + FyI® or, which is the same, Fyy (10 + 119) + Fyl.

e after the first quasi-specular event and up to the first diffuse event we
take Fyl;

e at the first diffuse event we stop
Alternatively, Eq. (13) means that:

e from the first hit of camera ray and up to the first diffuse event we take
F IO + Byl

e at the first diffuse event we stop

7.2 The case of BDD=1
Rewriting Eq. (14)

m=1
+ 3 (B1)" B (BT Ful
m,n=0

That is,

e before (and including) the first not pure specular event we take
b (1O (),

e after the first quasi-specular event and up to the first diffuse event we
take Fy (I 4 1099);

e after the first diffuse event we take EyI

e at the second diffuse event we stop
Alternatively, Eq. (4alt) means that

e up to the 1st diffuse event we take FIO 4 Fdl(qc);

e after the 1st diffuse event we take Eyl

e at the 2nd diffuse event we stop
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7.3 The case of BDD=2
Rewriting Eq. (17)

m=1
© 3 (Rr) A (R £ (10 5 1)
m,n=0

> ~ ANE A A A AN A A /A A\ A
+ Y (BT) B (BT B (BT) Fal
k.mmn=0

that is,

e before (and including) the first not pure specular event we take
) (1O (),

e after the first quasi-specular event and up to the second diffuse event we
take Fy (100 + 149);

e after the second diffuse event we take EyI
e at the third diffuse event we stop
Alternatively, Eq. (18) means that
e up to the first diffuse event we take F1(0) + F,1(4):

e after the first diffuse event and up to the 2nd diffuse event we take
F (](0) T ](qc));

e after the second diffuse event we take EyI

e at the third diffuse event we stop

7.4 (General case of BDD=N
By induction,

e before (and including) the first not pure specular event we take
)a ([(0) + ](qc));
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Table 1
In which hit points and for which illumination com-
ponent the “genuine diffuse” BDF part Fj is used instead of the full F'.

Main variant Alternative variant
Direct+caustic ) After the 1st diffuse event
. . After the 1st quasi-specular event
Quasi-caustic Always
Indirect Always

e after the first quasispecular event and up to the N-th diffuse event we
take Fy (I + 19);

e after the N-th diffuse event we take Eyl

e at the (IV + 1)-th diffuse event we stop
Alternatively,

e up to the first diffuse event we take FIO + ByT (q¢).

e after the first diffuse event and up to the N-th diffuse event we take
Fy ([(0) + [(qc));

e after the N-th diffuse event we take Byl

e at the (IV 4 1)-th diffuse event we stop

Therefore, in both variants camera ray stops at the (N + 1)-th diffuse event. In
the intermediate hit point, if the surface is not pure specular, it takes a part of
the local luminance. Table 1 summarizes which one.

8 Volumetric scattering

8.1 Standard method

The “standard” implementation of volume scattering is that volumetric scat-
tering event is processed like a surface one. For example, suppose that camera
is inside a turbid medium and BDD=1. Then camera ray propagates in the
medium and when it undergoes the first volumetric scattering. It takes direct
and caustic illumination and “convolves” it with the phase function. In the
second volumetric scattering it takes full illumination and “convolves” it with
the phase function.
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Let us consider a model scene in which camera looks through a layer of
turbid medium onto some illuminated object. Let also the turbid medium
is absorption-free and has a large scattering coefficient, so that camera ray
undergoes many (volumetric) scattering events before it penetrates the medium
and reaches the object. Let the phase function be sharp enough so that each
scattering changes the ray direction only slightly.

If we apply the above “standard” method with BDD=0 to this example,
then camera ray terminates at the first volumetric scattering and collects the
full illumination. Because of high scattering coefficients, this happens close to
the ray origin (i.e. to the camera), and the ray does not reach the object. Since
the phase function is narrow, its convolution with that illumination which came
from the scene surfaces results in strong noise, cf. Section 4. For BDD=1 the
situation does not change much.

We must set a large BDD so that the camera ray leaves the medium, reaches
a scene surface behind and also not to collect indirect illumination in the vol-
umetric scene points which due to sharp phase function creates strong noise.
But then we must keep in memory all the volumetric scattering points (because
they still collect direct and caustic illumination). This is usually too expensive.

8.2 “Quasi-specular medium”

Applying the quasi-specular approach to the volumetric scattering greatly im-
proves the situation with the above scene.

Suppose that the scene surfaces are not quasi-specular. Let also the whole
phase function be treated as quasi-specular, i.e. its “genuine diffuse” part F,=
0.

Then, , it undergoes only quasi-specular events until the camera ray travels
inside the medium and thus does not increment the “diffuse counter”. As a
result it penetrates the medium layer and reaches for a scene surface.

Indirect illumination now is the light after diffuse scattering by scene sur-
faces. Quasi-caustic illumination is the light which underwent at least one
volumetric scattering and any specular events, but no diffuse surface scatter-
ing.

Since Fy = 0, the “main variant” from Table 1 implies that:

e the indirect illumination (=from the scene surfaces, since the volumet-
ric scattering is completely quasi-caustic) is effectively ignored inside the
medium

e the direct, caustic and quasi-caustic illumination is taken only up to the
first volumetric scattering, i.e. in fact for the first volumetric event only.
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As a result, for any BDD the camera ray reaches the scene surfaces behind
the medium layer. Only one ray event (the first volumetric) is remembered.
There is no noisy convolution of the sharp phase function with the indirect
illumination from scene surfaces.

Although there is the convolution of phase function with the direct, caustic
and scattered by the medium light. But they all do not have a wide angular
distribution that would result in strong noise.

Now let us look at the “alternative” variant from Table 1. Here, the direct
and caustic illumination will be taken “up to the first diffuse event”. Since
the volumetric scattering is treated as quasi-specular, it happens only after the
camera rays leaves the medium. In other words, we must remember all the ray
scattering events inside the medium to take direct and caustic in that points.
This is expensive in memory. So advantageous is only the “main variant”.

9 Results

9.1 Surface case

Calculations were done for the model scene from Fig. 5. They were performed
for BDD=0 and the same other conditions, including run time etc. as those for
the “standard mode” (without quasi-specular).

The results are presented in the right panel of Fig. 6. One can see the
noise level is about threefold lower than for the best case without the quasi-
specular method. And what is more essential, the calculated image has a better
estimation of color:

e for BDD=0 the image looks mainly red with rare bright green dots;
e for BDD=1 it looks mainly green with rare bright red dots;

e and only withe th quasi-specular method we see a “mixture” of red and
green.

In the meanwhile the averages obtained in the three simulations are about the
same. It means that the result e.g. for the “standard BDD=1" has very bright
red dots which “on average” would give the correct value. That is, in the
standard method achieves the correct average by very rare very bright peaks,
i.e. the worst sort of noise.

9.2 Volumetric case

The calculation had been performed for the model scene which consists of a
plane parallel plate of thickness 3 mm laid upon a paper sheet with a chessboard-
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Figure 7: Camera images for the scene with a plate of turbid medium laid upon
a chessboard-like texture. The left image is the “standard mode” of volumetric
scattering, when it is treated as diffuse. The right panel is when the volumetric
scattering is purely quasi-specular. In both cases BDD=1.

like texture, illuminated by a self-emitting sphere above it. The plate’s medium
has refraction index 1.5 and scattering coefficient 7.5 mm~!. The phase function
is the Henyey-Greenstein one [3] with ¢ = 0.9, i.e. it is rather directional
scattering in a narrow cone about the incident direction. The images calculated
during the same time (and with the same settings) are presented in Fig. 7. One
can see that in the “standard mode” the boundaries of the texture squares, seen
through the plate, are sharp while in reality they must blur. Meanwhile in the
image calculated with the quasi-specular representation of the phase function
these boundaries are smoothed.

10 Conclusion

Proposed method of treating some scene elements (surface or volumetric) as
“quasi-specular” is a flexible tool. The separation can be done using arbitrary
criterion which can be own for each BDF. For example, if a BDF contains a
sharp peak in an off-specular direction, this can be nevertheless declared quasi-
specular. For the selected separation the method admits at least two variants
(see Table 1) which differ in processing direct, caustic and quasi-specular illu-
mination components. Apparently there are more such variants which differ in
BMCRT implementation. And in different situations advantageous are different
methods.
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We demonstrate how the quasi-specular method can reduce noise for several

scenes which cannot be calculated efficiently with the “standard” method for
any value of the BDD parameter.
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